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Preface

Mathematics is a constant source of valuable insight into philosophical problems. Many puzzles in philosophy possess analuoues in mathematics for which acceptable solutions have been found. It is no surprise that Goodel's celebrated paper of 1931 is such a parallel. In his work, Gödel makes strong statements about a formal language from a formal proof expressed in that language. It is a situation comparable to that of the philosopher attempting to discuss language. Gödel's success in avoiding paradox points to what may be an important restriction on the capacjties of language to talk.

When a specific example is used as a basis for conclusion, the writer is immediately open to the charge of hasty induction. This disucssion is not intended to demonstrate that the restriction developed. is necessary. Indeed, if it is necessary, it may therefore be impossible to say so. Rather the force of the contrast between Richard's work and Gödel's is intended to provoke the realization that some restriction of the kind offered is needed.

The ideas developed in this paper have come from wide readings impossible to credit adequately. The most important of these sources appear in the Bibliography. Conversations with members of the Washington and Lee Philosophy Department have been most helpful. Mr. Robert Steck has been especially helpful in this regard. Occasional conversations with Mr. Gordon Williams have helped to assure me that I have not totally misunderstood Gödel's work. No research task of any magnitude is completed here without the assistance of either Mrs. Betty Munger or Miss Martha Cullipher. I thank them too.

## Anthony MonCrief Coyne

Lexington, Virginia April 27, 1970

> On Showing and Saying:
> An Analysis of Gödel 1931
1.1 In 1931 Kurt GÖdel published a theorem demonstrating that many systems of formal logic capable of developing arithmetic possess major deficiencies. He shows that such systems, if they are consistent, are powerless to demonstrate their own consistency and possess propositions which can neither be proven nor disproven. In order for his results to obtain, Godel must use the language of his system to talk of jtself. To avoid difficulties such as those which develop in Richard's paradox, Gödel must take care to insure his formal language refers only to numbers. The reader must then see this discussion as one about the system itself. From the consideration of this kind of language reference which keeps Giodel free from paradox, a general criterion for detecting paraduxical reference in language will be offered.

Traditional approaches to Gödel's work concern themselves with its relationship to the program of Hilbert for mathematics. Thus Jean Ladriere ${ }^{1}$ in his study Limitations Internes des Formalismes examines the capacity of any formal system to embody mathematics in its entirety. The concern is mathematical. The concern
of this paper is with language used for reference to objects (of some sort) beyond the language itself. Mathematical considerations, other than the proof itself, will be kept at a minimum.

One side issue has appeared in examining Gödel's Theorem deserving more attention than it has heretofore received. In his proof Gödel allows for expanding the scope of his system by allowing the inclusion of additional assumptions. In Chapter 3 the question of whether these postulates may be of empirical origin will be considered. 1.2 Chapter 2 of this paper is an exposition of the work of Kurt Gödel in his 1931 paper. It presents all of the technical devices used for the final result, omitting only proufs for some of the intermediate theorems which are of little interest in themselves. Chapter 3 develops Richard's paradox of 1905 along his original lines. It goes on to present the paradox as given by Nagel and Newman ${ }^{2}$ and to develop the error which permits the paradox. While the two versions of the paradox are sufficiently dissimilar to permit two resolutions to the paradox, both explanations center around references by language which are beyond its permissable scope. G̈̈del's work is constrasted with Richard's to show that the difference between the two lies in Gödel's indirect reference. The structure of this indirect reference is considered as is the possibility for permitting empirical judgments
as formulae. Finally Chaper 4 will explore a generalization of the solution of Richard's paradox for ordinary
lansuage. It will be shown that many traditional
antinonies can be detected using this criterion.

## An Exposition of Gödel's Theurem

2. 1 This section is a presentation of Godel's 1931 paper "Uber formal unentscheidbare Saitze der Principia Nathematica und verwander Systeme I."1 While this section is not analytical in nature, the attention of the reader is called to the technique of Gödel numbering exhibited below and to the possible inclusion of an additional set of presumptions in the demonstration of Proposition VI. These will be the major subjects of the analytical chapter to follow.

There are two properties of a formal system of particular concern to the matatheory. These are consistency and completeness. A system is consistent if both a proposition and its negation cannot both be demonstrated. The system is called complete if every proposition can either be proven or disproven.

Gödel exhibits a well-formed formula of
PM (Principia Mathematica) which says of itself that it is unprovable. This is shown, in addition, to be true by showing the assumption that either a proof or a disproof of the formula can be given leads to inconsistency. As a result PM will be shown to be incomplete.

There exist intelligible propositions which cannot be decided within the system itself. An immediate result of this is that if PM is consistent, it will be unable to demonstrate its own consistency.

Gödel proves his theorem by mirroring the system within its arithnetic. There are two levels in his demonstration, the level of the symbolic calculus, and the arithmetic which will represent it. The bridge to the arithmetic is made by assigning a number to each formula (Gödel numbering). To insure a precise copy of the symbolic system in its arithmetic, Gödel develops the notion of recursive functions so that he can talk about the numbers corresponding to the formulae in ways similar to the way he talks of the formulae. The developinent of the theorems follows from the axioms. The corresponding numerical transformation will be done with the recursive functions. The results Gödel obtains are demonstrated in the arithmetic about numbers. We then interpolate back to the theorems of the system to get his results.
arithmetic

2.2 In carrying out his demonstration two techniques are employed. One is the use of Gïdel numbering to provide indirect reference of the formulae to themselves. The other is the recursive function, a technical device which will be considered presently.
2.3 The recursive function is defined in two steps. The first step defines the function for an initial value. The second step defines the function at each point based on its value at the preceeding point. Consider the following recursive definition:
(a) $f(1)=5$
(b) $f(n+1)=f(n)+3$

This set of formulae defines for every natural number a corresponding functional value. But it does so on the basis of a "recursive relation", (1b), which explains how $f(n)$ is to be obtained from the value of $f(n-1)$. The recursion begins with the setting of an initial value, here done by (1a). Thus $f(1)=5, f(2)=f(1)+3$, or 8 . It is evident we may calculate the value of the function for the natural number of our choice, or check to see if $f(1,234,687)=45,347,981,345,983$. In practice considerable labor may be involved, but a schema for checking is available. The notion of recursive function is very similar to the notion of effective computability and to notions in the discussion of Turing machines. The function $f$ above is said to be recursively defined by (I).

Gödel gives a more involved, but essentially similar, definition of recursive functions. 2 He states:

$$
\text { A number theoretic function } \mathcal{\xi} \phi\left(x_{1}, x_{2}, \ldots x_{n}\right)
$$

is said to be recursively defined by the number theorectic functions $\psi\left(x_{1}, x_{2}, \ldots x_{n-1}\right)$ and $\mu\left(x_{1}, x_{2}, \ldots x_{n+1}\right)$, if for all $x_{2}, x_{2}, \ldots x_{n}, k$ the following hold:

$$
\begin{equation*}
\phi\left(0, x_{2}, \ldots x_{n}\right)=\psi\left(x_{2}, \ldots x_{n}\right) \tag{2}
\end{equation*}
$$

$\phi\left(k+1, x_{2}, \ldots x_{n}\right)=\mu\left(k, \phi\left(k, x_{2}, \ldots x_{n}\right), x_{2}, \ldots x_{n}\right)$
A number theoretic function is called recursive, if there exist a finite series of number theoretic functions $\phi_{1}, \phi_{2}, \ldots \phi_{n}$ which ends in $\phi$ and has the property that every function $\phi_{k}$ of the series is either recursively defined by two of the earlier ones, or is derived from any of the earlier ones by substitution, or, finally, is a constant or the successor function $x+1$.

If we look at Gödel's schema 2 we see it is our schema 1 expanded to accommodate several variables.

$$
\begin{aligned}
& \text { If we suppress } x_{2}, \ldots x_{n} \text {, we get } \\
& \qquad \begin{array}{c}
\phi(0)=\text { some constant } \\
\phi(k+1)=\mu(k, \phi(k))
\end{array}
\end{aligned}
$$

which is our schema 1. In effect what has been done is to recursively define one of the variables in $\phi$. The function $\phi$ is then said to be recursively defined if $\psi$ and $\mu$ are recurisvely defined in terms of recursively defined functions, finitely back to the two primitive functions ${ }^{4}$

$$
\begin{aligned}
& g(n)=a \\
& f(n)=n+1
\end{aligned}
$$

where a is a constant
the successor function

If $\psi$ and $N$ admit of recursive definition, then, in theory at least, $\phi$ could be recursively defined solely in terms of the constant function and the successor function.

The notation is simpler if we allow these intermediate functions. It is possible to define addition recursively. Informally this means we possess techniques for checking addition by recourse to the notion of sequence. Further, only finitely many references to the sequence will be needed to carry out each check. Similarly multiplication can be defined recursively and eventually many other functions. Each function so definied can have any particular of its values determined after a finite number of simple operations. All questions about the value of such functions thus has a schema for decision.
2.4 The other tool used by Gödel is one for indirect reference to the statements of the calculus. He talks about numbers but allows us to see this as talk about the syntiax of the system by letting each statement (and each series of such statements) be represented by a natural number. In a way the entire set of statements is contained in the natural numbers of the system because of the correspondence between them which is established by the numbering scheme. Though it is not this simple, the following indicates the spirit of the attempt. Suppose every statement is represented by a natural number:
(1) All swans are white.
(2) All white things are pure.
(3) All swans are pure.
(1) and (2) together imply (3). Here it is also true that $1+2=3$. In the arithmetic, addition represents the operation of implication at the symbolic level in the arithmetic level. If all statements could be numbered in such a way that if $5+135=140$, then staterent 5 and statement 135 imply statement 140 , then we could dismiss the operation of implication between statements and discover all such relations by looking at addition. Logic would be a matter of arithmetic. It is with this end in view that Gödel establishes his correspondence between number's and statements. His schema is based on the fact that each non-prime number can be expressed as a product of primes in exactly one way, disregarding the order of the factors. 5 To the basic signs of his system Gödel assigns odd integers according to the following table:

| Sign | Meaning | Number |
| :---: | :--- | :---: |
| 0 | zero | 1 |
| f | successor function | 3 |
| $\sim$ | negation | 5 |
| $\sim$ | disjunction | 7 |
| $\pi$ | universal quantification | 9 |
| $($ | left parenthesis | 11 |
| $)$ | right parenthesis | 13 |

For variables of type $n$ the number is $p^{n}$ where $p$ is a prime over 13. Thus there are denumerably many variables of each type.
(figure 2)

We now use these numbers of signs as a basis on which to assign numbers to statements. We do so in the following Way: to the sequence of numbers of signs $n_{1}, n_{2}, \ldots n_{k}$ we assign the number $2^{n_{1}} 3^{n_{2}} \times 5^{n_{2}} \ldots p_{k}^{n_{k}}$, where the $p_{i}$ are increasing primes beginning with 2. For example, to the sequence of sighs

$$
\sim(a \vee b)
$$

we assign the corresponding sequence of numbers

$$
5,11,17,7,19,13
$$

Since $a$ and $b$ are assumed to be variables of the first type, they may be paired with 17 and 19, the first powers of primes greater than 13. Now to the expression as a whole we assign the number

$$
2^{5} \times 3^{11} \times 5^{17} \times 7^{7} \times 11^{19} \times 13^{13}
$$

Numbers can also be worked back to sequences of signs. Many numbers, however, do not represent such sequences. For example, $100=2^{2} \times 5^{2}$ is not one since 2 and 5 , the primes present as factors, are not successive primes and hence 100 could not have resulted from numbering according to our system. But

$$
2^{5} \times 3^{17}
$$

represents $\sim x$, where $x$ is the first variable of
the lowest type. We can thus go from expressions to numbers and where it is the case, from numbers to corresponding expressions. ${ }^{6}$
2.5 The system which födel uses for his proof is
a modified version of PM. Peano's axioms? have been added
(though this only simplifies matters, since Peano's axioms can be deduced within PM). Specifically the axioms of Godel's system are:
i. Peano's axioms ${ }^{8}$

1. zero is not the successor of any natural number

$$
\sim\left(f\left(x_{1}\right)=0\right)
$$

2. two numbers which have the same successor are equal

$$
f\left(x_{1}\right)=f\left(y_{1}\right) \supset x_{1}=y_{1}
$$

3. the principle of mathematical induction: if a property holds for zero and, if it holds for any natural number it holds for its successor, then the property holds for all natural numbers.
$x_{2}(0) \cdot x_{1} \pi\left(x_{2}\left(x_{1}\right) \supset x_{2}\left(f\left(x_{1}\right)\right)\right) \supset x_{1} \pi\left(x_{2}\left(x_{1}\right)\right)$
II. The following axiom forms (in which any formula may be substituted for $p, q$,or $r$ to produce an axiom):
4. $p \vee p \supset p$
5. $p \supset p \vee q$
6. $p \vee q \supset q \vee p$
7. $(p \supset q) \supset(r \vee p \supset r \vee q)$
III. The following schema, which concern the quantificational calculus 9:
8. $V \pi(a) \supset$ Subst $\binom{a^{v}}{c}$, where $c$ is a particular
9. $\cup \pi(b \vee a) \supset b \vee \cup \pi(a)$, if $u$ does not occur free in $b$
IV. The axiom of reducibility is accepted in this form:

$$
(E u)(v \pi(u(v) \equiv a))
$$

V. The following axiom (together with all of its typelifts) which state that a class is completely determined by its elements:

$$
x_{1} \pi\left(x_{2}\left(x_{1}\right)=y_{2}\left(x_{1}\right)\right) \supset x_{2}=y_{2}
$$

Fortunately these axioms will not be referred to again. They are presented to show on what a small base
a system can be built and still be adequate to demonstrate Gödel's result.

With one more definition we can approach the proof itself. A formula $c$ is called an immediate consequence of $a$ and $b$, if $a$ is the formula $(\sim(b)) \vee c$; $c$ is an immediate consequence of a if $c$ is the formula $v \pi(a)$ where $v$ is a variable of $a$. The provable formulae are the smallest class which contains all of the axioms and their consequences.
2. 6 We are now ready to look at the proof proper. It begins with an exposition of recursive functions. These functions will turn out to be models of the concepts such as proof, entailment, etc. They thus provide formulae for dealing with the numbers which refer to the statements of the system.

The line of development is this. First, there will be five theorems about combinations of recursive functions. This will serve to justify the exposition of 45 recursive functions ending in

$$
x B_{y} \equiv B_{w}(x) \text { and }[(1(x)] G \mid(x)=y
$$

that is, $x$ is the number correspondins to the proof of the formula whose number is $y$. This function is shown to be recursive. Then we are in position to prove Proposition VI which asserts the incompleteness of PM. Proposition XI on the inability of PM to demonstrate its consistency will then follow imriediately.

The first five propositions about recursive functions will be stated without proof. Gödel sketches these in his paper. The first three will seem obvious, if the definition of recursive function is kept in mind. These five theorems tell us how we can combine recursive functions to produce recursive functions. They form a calculus for these functions.
2.7 I. Every function (or relation) ${ }^{10}$ derived from recursive functions (or relations) by the substitution of recursive functions in place of variables is recursive; so also is every function derived from recursive functions by by recursive definition according to schema (2).
II. If R and S are recursive relations, then so are $\sim R$ (or $\bar{R}$ ), RVS (and therefore $R \cdot S$ ).
III. If the functions $\phi(\nexists)^{11}$ and $\psi(\Omega)$ are recursive, so also is the relation $\phi(\%)=\Psi(\mu)$.
IV. If the function $\phi(x)$ and the relation $R(x, r)$
are recursive, so also are the relations $\mathrm{S}, \mathrm{T}$

$$
S(x, \Omega)=(E x)[x \leq \phi(y) \text { and } R(x, \Omega)]
$$

$$
T(*, \Omega)=(x)[x \leq \phi(x) \supset R(x, \Omega)]
$$

and likewise the function

$$
\Psi(\not \approx, n)=\varepsilon x(x \leq \phi(*) \text { and } R(x, \pi))
$$

where $\varepsilon$ is a function satisfied by the smallest integer $x$ for which the following condition holds, and 0 if there is no such number.

This theorem will be needed in establishing the recursiveness of functions which express manipulations on particular terms in number sequences.

One more theorem remains to be shown about recursive functions. This one guarantees that a recursive function exists for each recursive relation. The conclusion of the theorem is given in the form of Godel numbers. For a proof, see Gödel's paper.

Proposition $V$ : To every recursive relation $R\left(x_{1}, \ldots x_{n}\right)$ (a statement) there corresponds an noplace relation sigh $r$ (a number) (with free variables $v_{1}, v_{2}, \ldots v_{n}$ ), such that for every $n$-tuple of numbers $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ the following
hold:

$$
\begin{aligned}
& R\left(x_{1}, \ldots x_{n}\right) \rightarrow \operatorname{Bew}\left[\operatorname{sb}\left(\begin{array}{ccc}
r_{z\left(x_{2}\right)}^{v_{1}} & \cdots & v_{n} \\
z\left(x_{n}\right)
\end{array}\right]\right. \\
& \bar{R}\left(x_{1}, \ldots x_{n}\right) \rightarrow \operatorname{Bew}\left[\operatorname{Neg} \operatorname{sb}\left(\begin{array}{ccc}
v_{1} & \cdots & v_{n} \\
z\left(x_{1}\right) & \cdots & z_{n}\left(x_{n}\right)
\end{array}\right)\right]
\end{aligned}
$$

The claim is that if a relation holds among n-variables, the number which corresponds to the relation when the variables are replaced is among the class of provable formulae. Similarly, the second proposition states the result then the relation does not hold among the numbers.
2. 8 It can easily be shown that $x+y$, $x \cdot y$, $x^{y}, x<y, x=y$, are recursive. In the original paper 45 functions follow which are immediately seen to be recursive on the basis of the preceding theorems. They are functions on natural numbers which can be taken
as referring to the signs of the system and to the sequence of such signs. The goal of these propositions is to establish that the notion of being a proof can be recursively defined. The result (number 45) is ( $B$ comes from the German Beweis):

$$
x B y \equiv B w(x) \text { and }[l(x)] G \mid x=y
$$

Interpreted, $x$ is the Godel number of a series of formulae which constitute a proof schema, $B \omega(x)$, and whose last term $[l(x)] G$ is the Godel number of statement $y$. Gödel next defines one more function which is not recursive, and which asserts that the number x corresponds to a provable formula. The function is number 46 and draws its name from the German Beweisbar:

$$
B e w(x)=\left(E_{y}\right) \text { y } B x
$$

Five more of these functions will be used in the final demonstration. These are $\mathrm{Sb}, \mathrm{Z}, \mathrm{Gen}, \mathrm{Neg}$, and Flg . Sb is number 31 of the series and corresponds to the operation of substitution. It generates the Godel number which corresponds to the substitution of a constant in a variable of the function. Sb operates on numbers, performing the corresponding operation to variable substitution.

$Z$ (from the German Zahlzeichen) provides for each number its Gïdel number. Since numbers are not primitive in the system, they are defined in terms of the successor function $f$ by expressions such as $f(f(0))$. Hence each number possesses a corresponding Gödel number.

The function Gen (number 15) corresponds to the logical operation of generalization. It, like Sb, operates on numbers, and corresponds to the manipulation of symbols in the system.


Neg(x) is the negation. Flg(x), from the German Folgerungsmenge, is defined as a set of numbers-- the set which corresponds to the set of provable formulae. 2. 2 To be honest, the $\begin{aligned} & \text { emonstration of Proposition VI }\end{aligned}$ will require a stronger demand be placed on the system than simple consistency. Simple consistency requires that $p$ and $\sim p$ not be among the consequences of the axioms. $\omega$-consistency, which Gödel will require ${ }^{12}$ prohibits the following in the system:

1. Proposition $x$ holds for each natural number.
2. It is not the case that proposition $x$ holds
for every natural number.
One is a claim about the numbers demonstrated individually.

Two states that the negation of the generalization is demonstrable.

Every $\omega$-consistent system is simply consistent. However $\omega$-conaistiency cannot be demonstratied from the assumption of simple consistency. ${ }^{13}$ Formally Gödel gives this condition of $\omega$-consistency as a statement about numbers. A system isw-consistent if there is no class sign number a in $c$ such that
(n) $\left[\operatorname{sb}\left(a_{z(n)}^{v}\right) \in F / g(c)\right]$ and $[\operatorname{Neg}(v G e n a)] \in F \lg (c)$
2.10 And now as Gödel says, "we come to the object of our exercises":

Proposition VI: To every $\omega$-consistent recursive class $c$ of formulae there correspond recursive class-signs $r$ such that neithervGenr nor Neg(vGenr) belongs to FIg(c).
$\checkmark \quad$ is the free variable of $r$.
c is a set of formulae in addition to those given by the axioms. We will need $\omega$-consistency and recursiveness for this class, but nothing else. It may be null (as it would be in applying Godel's work to PM). The introduction of this additional set of propositions at this point will be analyzed in the discussion to follow.

For the new set we define $B w_{\sim}(x)$ similar to the function Bw exhibited above. The difference between the two is in the acceptance of propositions from $c$ as well as from the system itself.
$B \omega_{c}(x)=(n)\left[n \leq l(x) \rightarrow A_{x}(n G \mid x) \vee\right.$

$$
(n G \mid x) \in c \vee(E p, q)\{0<p, q<n
$$

$$
\text { and } F \mid(n G|x, p G| x, q G \mid x)\}
$$

$$
\text { and } l(x)>0]
$$

$$
\text { cf. with Gödel's function } 44
$$

Analogous to 45 and 46 we define:

$$
\begin{aligned}
& x B_{c} y \equiv B w_{c}(x) \text { and }[l(x)] G \mid x=y \\
& B e w_{c} x \equiv(E y) y B_{c} x
\end{aligned}
$$

The following propositions are now evident:

$$
\begin{align*}
& (x)\left[\operatorname{Bec} \omega_{c}(x) \equiv x \in F /_{g}(c)\right]  \tag{1}\\
& (x)\left[\operatorname{Bew}(x) \longrightarrow \operatorname{Be\omega _{c}}(x)\right] \tag{2}
\end{align*}
$$

(1) states that if $x$ can be proven on the basis of the expanded system, then it is among the consequences of the expanded system. (2) states that if a number x corresponds to a provable statement in the basic system, it also corresponds to one in the expanded system.

We now define the following recursive relation:

$$
\begin{equation*}
Q(x, y)=x B_{c}\left(5 b y_{z(y)}^{19}\right) \tag{3}
\end{equation*}
$$

This relation will be the crucial function for our demonstration. Let us review its contents: $x, y$ are integers.
$Q$ is a recursive relation defined on pairs of
$\times B_{c} y$ says that the series of statements corresponding to $x$ are a proof for $y$.
$y$ is a number corresponding to a statement of the calculus. It possibly contains free variables, and if it does, they would have numbers 17,19,23,27.... Thus we may substitute in variable 19 a number. We will substitute $Z(y)$, the Godel number corresponding to the number $y$.

The bar sign is negation.
$\times B_{c}\left[\operatorname{sb}\binom{y_{z}^{19}}{z(y)}\right]$
The relation expresses the condition that x does not correspond to a proof for $y$, when $y$ has one of its variables replaced by the Gödel number of its Godel number. Since Q is a recursive relation, there exists a function $Q^{\prime}$ which holds if and only if the relation Q holds. By proposition $V$ the following holds about the Gödel number q corresponding to the function $Q^{\prime}$ which determines the relation $Q$ :
(3) $\times \operatorname{Be}_{c}\left[s b\left(y_{z(y)}^{19}\right)\right] \rightarrow \operatorname{Bew}_{\mathcal{L}}\left[\operatorname{sb}\left(q_{z(x)}^{17} \begin{array}{cc}19 \\ \text { (y) }\end{array}\right)\right]$
(4) $\quad x \operatorname{Bc}\left[勺 b\left(y_{z(y)}^{19}\right)\right] \longrightarrow \operatorname{Bew}_{c}\left[\operatorname{Neg} \operatorname{Sb}\left(q_{z(x)}^{17} 19(y)\right)\right]$

If the relation $Q$ holds between $x$ and $y$, the function which generates $Q$ holds when $x$ and $y$ are substituted, and thus the number q corresponding to the function after the substitution is a provable number. The second relation holds if $\sim Q(x, y)$. Note the negation, Q holds if $x$ is not a proof.

Now consider the number

$$
p=17 \mathrm{Gen} q
$$

We substitute this number for the variable $y$ in (3):
$(5) \times \bar{B}_{c}\left[\operatorname{Sb}\left(p_{z(p)}^{1 q}\right)\right] \rightarrow \operatorname{Bé}_{c}\left[\operatorname{Sb}\left(q_{z(x)}^{17} \begin{array}{cc}1 q(p)\end{array}\right)\right]$

In effect we have narrowed our consideration from all
the formulae $y$ to the formula represented by $p$.
Expanding the left side of (5) we get:

$$
\left.\begin{array}{c}
\operatorname{Sb}\left(p_{z(p)}^{19}\right) \\
S b\left(17 \operatorname{Genq}_{z(p)}^{19}\right.
\end{array}\right)
$$

Sub and Gen are commutative when they refer to different variables. We call $s b q_{z(p)}^{19}, r$ and thus the left side becomes:

$$
x \bar{B}_{c} 17 G_{e n} r
$$

Shifting our attention to the right side we can change the form of the argument of Berg caus:
$\operatorname{sb}\left(\begin{array}{ll}q & 17 \\ z(x) & 1 q^{c} \\ z(p)\end{array}\right)$
$\operatorname{sb}\left(\begin{array}{lll}q & 19 & 17 \\ z(p) & z(x)\end{array}\right)$
since the order of the substitution is immaterial, if the variables are different. Using the $x$ defined above, this becomes:
$\operatorname{sb}\binom{17}{z(x)}$

Equations (3) and (4) can then be written as
(6) $\times \bar{B}_{c}(17$ ben $) \rightarrow B \operatorname{Bew}\left[\operatorname{sb}\left(r_{z(\pi)}^{17}\right)\right]$
(7) $\times B_{c}(17 \operatorname{Gen} r) \longrightarrow \operatorname{Bew}_{c}\left[\operatorname{Neg} \operatorname{Sb}\left(r_{z(x)}^{17}\right)\right]$

We immediately sense something amiss about this pair.
(6) indicates that if $x$ does not represent a proof
for $r$ holding for all $x$, then $r$ holds for this $x$.
(7) indicates that if $x$ is a proof for $r$ holding for all
$x$, then $x$ itself does not satisfy $r$.
We now inquire about the provability of $17 G e n r$.
A. Suppose 17 Gen were provable. Then there would be a number x which represents its proof, that is
$\times B_{C}$ (17Genr) would hold and thus from (7)
$\operatorname{Bew}_{c}\left[\operatorname{Nes}_{\text {Sb }}\left(r_{z(x)}^{17}\right)\right]$. Thus $\operatorname{NegSb}\left(r_{z(x)}^{17}\right)$
holds since it can be proven. But 17 ben holds by
assumption, whence $S b(\underset{z(x)}{17})$ holds. Thus the system is inconsistent and therefore $\omega$-inconsistent. Thus 17Genr cannot be proven.
B. Suppose that $\operatorname{Neg}$ ( 17 Genr ) were provable.

Then it must be true
(8) $(x) \times B_{c}(17$ Gen $r)$
for no $x$ could represent a proof for 17 Gen $r$ and the system remain consistent. We generalize (6) as a statement for all $x$ and get
$(61)(x) \times \bar{\beta}_{c}(17$ Gen $) \rightarrow(x) \operatorname{Be\omega }{ }_{c}\left[s b\binom{17}{z(x)}\right]$

Thus from (8) and (6') we get
(x) Bewc $\left[\operatorname{sb}\binom{17}{z(x)}\right]$

Now consider Neg(17henr) together with (9). (9) asserts $r$ holds for each x butNeglibenr asserts that it cannot hold for all $x$. Thus the system is $\omega$-inconsistent if $\mathrm{Neg}(17 \mathrm{Genr})$ can be proven.

The assumption that either 17Genr or Neg (17 ben)
is provable produces $w$-inconsistency. Thus if the system is $\omega$-consistent, J7 hen $r$ must be undecidable.
2.11Gödel's proposition on the non-provability of consistency follows immediately from the completeness result. Proposition XI: If c be a given recursive, consistent class of formulae, then the propositional formula which states that $c$ is consistent is not c-provable. Since the unprovability of 17 Cenr depended only on the consistency of the system (and not on the stronger $\omega$-consistency) we have (where hid is consistency):

$$
\text { Wide }(c) \rightarrow \overline{\overline{B e \omega}_{c}} \text { (IyGenr) }
$$

since if the system were inconsistent, 17 ten $r$ would be provable.

Thus:

$$
\text { Wide }(c) \rightarrow(x) \times \bar{B}_{c}(17 \text { leer })
$$

Sincelthenr=p and the function implied is the relation $Q$ of Proposition VI, we may rewrite this as (10) Wide $(c) \rightarrow(x) Q(x, p)$

Now all our techniques of proof have been arithmetic and can be expressed within the formal system. In particular Wid(c) is expressible and has Gödel number w. $Q(x, y)$ is expressible in the system by $q$, and $Q(x, p)$ has number $r$, since $r=S b\left(q_{z(p)}^{19}\right)$. Thus $(x) Q(x, p)$ has the number 17 ben $r$. Thus $w \operatorname{Imp}\left(17 \mathrm{hen}_{\mathrm{n}}\right)$ corresponding to (10) is provable. Now w cannot be the Godel number of a theorem, or 17 hen $r$. the number of an undecidable proposition, would be
the number of a provable formula. Therefore PM cannot establish its own consistency.

2:12 Proposition XI, together with Propusition VI constitute the heart of Godel's 1931 paper. Together they place limits on deductive systems. VI indicates that many systems Will always be incomplete. XI goes on to show that these same systems will be inadequate to demonstrate their own consistency. This last result questions the possibility of a consistency proof at all, since such a proof could never be imaged within a formal system which contains ordinary mathematícs. Presumably such a proof would be based on a laxger set of axioms and thus make the consistency of the system which demonstrated the consistency a pertinent question.

On Richard and Gödel: The Dirference
3.1 In this chapter we shall explure by contrast Gödel's Theorem with Richard's Paradox. We shall see the only difference between the two to be Richard's insistence on speaking directly to the statements at issue as opposed to Gödel's technique of never making such reference. Prom this point, the relationship among observer, language, and object of language necessary for the success of the theorem will be exposed. In this context the observer will be seen to have a crucial role. Pinally the theories of empirical science knuw by the observer alongside the system will be considered and it will be shown that this can have no effect on the apprehension the observer has of the theorem. 3. 2 Richard's Paradox, first presented in 1905, concerns some difficulties in general set theory. It will be clear that Richard's technique is very close to Gödel's. In Richard's paradox a contradiction develops from a direct consideration by a system of itself. We may assign a number to any finitely long English
statement in a one to one fashion; for example, this may be done by first urdering the sentences by length and then in alphabetical order. We now delete from our list every statement which does not denote a number. We now renumber the remaining sentences calling them $n_{1}, n_{2}, \ldots n_{k}$. We now claim that all numbers which can be defined by finitely many words have been counted. It has been established by Cantor that the real numbers are not numberable in this fashion. He showed how to construct another number after the counting is complete. "Let $p$ be the digit in the nth decimal place of the nth number of the set of ordered numbers. Let us form a number having 0 for its integral part and in its nth decimal place $p+1$ if the digit $p$ is not 8 or 9 , and 1 otherwise." The number we have just constructed is not one of the set for it differs from each of these at the nth place from the nth number. It is a number we have not counted. But the words in quotation marks above are finitely long and define this number. Therefore it is included in our enumeration. Thus our number is both included and excluded from the list, and a contradiction results.
2.3 In his original paper Richard pointed out the error in reasoning which allows the contradiction to develop. He observes that. we should never have admitted our definition of a new number to be a definition. Its reference to the total set of included numbers is
illegitimate, Richard says, because the set does not exist until it has been set out completely. Thus we should not say our definition should have been included in the enumeration because the definition uses a set Which has no meaning in the context in which it occurs. It is improper within the enumeration to refer to this set. Thus there is no paradox. In effect the reference of the new definition is to a meaning attached to the numbering scheme which it cannot properly possess. If we adjoin out definition and its number after the enumeration is completé, it can be included without difriculty. Insert it anywhere in the sequence and increase by one the number of any statement above it.

Nagel and Newnan ${ }^{2}$ see the difficulty involved in a somewhat different light. Their paradox is constructed in a different manner. They extract a contradiction using a property "Richardian". Ihis property refers to a statement which expresses a property not satisfied by the number assigned to the statement. Then "Richardian" is a property of natural numbers. (Nagel and Newman use number properties, not names of numbers) and hence it has a number assigned to it. When we ask if a number $n$ is Richardian we ask if $n$ does not have the property expressed by the statement assigned ot it. Now consider the number $n$ which "Richardian" is assigned to.

If $n$ is Richardian, it does have the property required, and hence it cannot be Richardian. Similarly, if $n$ does not have this property of being Richardian, it is Richardian. Thus $n$ is Richardian if and only if $n$ is not Richardian, and a contradiction ensues. Here the paradox is resolved in terms of lingujstic reference. The definition of Richardian makes a reference not to any arithmetic property of a number, but to a notational property of the way the number properties were counted. The counting referred to arithmetic statements, but the numbers assigned are not simply arithmetic, and thus Richardianism should never have been admitted into the enumeration. ${ }^{3}$
3.4 How then do Pichard and GÖdel differ? Richard and Gödel both depend on a numbering of statements. But the use that each makes of the numbering scheme is different. Gödel's proof is a discussion about set membership of numbers. The recursive function theory has been developed so that decision about set membership can be made on the basis of satisfaction of certain number theorectic equations. The entire discussion can be carried out without any statement on how the set membership, in some sense, can be taken as a statement about the system itself.

Richard is not so careful. In developing his additional number, reference is made to the numbering scheme, not considered just as numbers, but as numbers
representing statements in the system. The numbers are not objects in themselves for investigation, as they are for G'ödel, but in effect are an integral part of the system in which he is operating. Thus Richard sees it as illegitimate to treat these numbers as if they could be objects for the system, since they are a part of the system. In effect these numbers carry a meaning other than themselves and which the systemic machinery is not capable of handing. When this is observed, the paradox cannot be developed.

Gödel, however, is able to úse numbers as an object of discourse considered solely as numbers. The immediate object of the discussion is not the intended object, but this situation need not be recognized. As a result Gödel can be forced into no difficulties, either with the system, or with its image in the arithmetic.
2.5 No contradiction similar to Pichard's can be extracted about the system itself. The language of Principia Mathematica, in Gödel, never say anything explicitly about itself. It talks about relations among numbers, which are taken as its object for discussion. We are shown that the numbers model the system, but this is never proven within the system. Any attempt to force a contradiction about the system from the result uncovers the defense that the theorem is one about numbers alone, just like the

Fundamental Theorem of Arithmetic, or $2+2=4$. That the system has flaws is seen but never said. 3. 6 Neither can any contradiction similar to Richard's be developed from the numbers. If it could be shown that a given number both is and is not an element of a given set, we would show only that Principia Mathematica is inconsistent. Our result would still be demonstrable within the system (as of course any result would be), but the result would not be destroyed. The numbers are objects of the system and do not refer back to it. Even our contradiction would have to be recognized as such by the system. And this inconsistency could not be recognized by the system since it can make no statements about iself.
3.7 We have now seen that Gödel does not explicitly refer to what he intends in exhibiting his theorem. By using this subterfuge of indirect reference, he avoids the difficulties of the direct reference:in Richard. What is the structure of this indirect reference?

We are asked to accept the propusition that objects to which a language may not refer explicitly, on pain of contradiction, it may refer to implicitly via an intermediate object. It just further be claimed that the language cannot demonstrate that indirect reference occurs, but may only invite us to see it that way. If this further claim were not made, the lanfuage could uncover its own
trick and develop the contradiction anyway.


The issue appears here in the guise of self-reference. In the acceptable case the self-reference is implicit, in the unacceptable case it is explicit. The implicit self-reference is not of this kind:
(1): Sentence 2 is true.
(2): Sentence 1 is false.

This can be considered not to be implicit reference, but rather a direct reference via a transformation which would render one as:
(3): It is true that this very sentence is false. The transformation linking references to (1) and (2) to the sentences themselves inust be severed in such a way that the transformation to (3) cannot occur. If this is done the pair become, after Gödel:
(1): Number 2 has property $T$.
(2) Number 1 has property $F$.

And we might add:
(3): $T$ and $F$ do not both apply to the same number. Here there is no contradiction. We may see it as a contradiction (if we number the sentences and interpret $T$ and $F$ in relation to the meanings of the sentences), or we may not do so. It is our choice.

It is as if there were an imase of the system
which is examined but which is never seen to be an image. So we have three parties to the encounter:


What the system may not say, the observer may visualize. The result of Gödel's proof must almay remain subjective since an active observer is needed for the realization of the conclusion. What is presented by Gödel is not fact about the system, but an opertunity for us to see this fact.
3. 8 Our observer can intuit other things besides the system and the numbers. He also sees the world. We may see the axioms of the system as a set of transformational rules of a general type which apply to all objects of cognition. We may see physical data as new axioms for our system. Is there any way these may upset Gödel's result by their fusion in the observer with the system? We have logic and grammar which we would consider as axioms. To this, with a status similar to Peano's natural number postulates, we would join the theories of empirical science.

The question now becomes thether Gödel's results are applicable to this larger system. In his proof on incompleteness of PM in Proposition VI, GÖdel adjoins a class $c$ of formulae which he requires only to be $\omega$-consistent and recursive. Iater he weakens recursiveness for this class to decidability, or satisfaction of his proposition $V$.

We shall assume that the grammar of the language we have adjoined, which would encompass modal logic at least, is $\omega$-consistent and further that it can be stated in a recursive fashion. None of this has been demonstrated.

The question is whether the theories of empirical science, when accepted, form an $\omega$-consistent recursive class. The issue posed cannot be demonstrated in the affirmative. Rather it will be shown that the kind of structure sought by the scientist is such a class.
$\omega$-consistency is a rather weak condition to impose on eripirical judginent. It would require that at no time do we examine every $X$ and find it a $P$ and at the same time conclude that not all $x^{\prime}$ s are P. While we may never be in position to check all $x$ 's for $P$, we would certainly expect given the claim that not all x's are $P$ that if we did check each one we would either find not all $x^{\prime} s \mathrm{P}$ or we would reject the first claim. So we can judge empirical results as $\omega$-consistent. If we found.
anc-inconsistency, we would adjust what we judged to be case in order to conform with this requirement.

What about recursiveness for these propositions? The schema we have given in the previous chapter is about recursive functions of numbers, but its intent can be extended so as to include empirical propositions. We state two requirements:
(1) Every recursive assertion can be checked by finitely many specifiable steps.
(2) Given any recursive assertion and all but one of its variables, then the remaiming one can be predicted on the basis of the others by finitely many specifiable steps.
(1) is the verifiability condition. It would apply Within a theoretical structure in answeringquestions within that viempoint. (2) relates not to determing fact, but to the prediction on the basis of theory. It must be possible to clearly specify exactly what the prediction of the theory would be. This condition would surely be satisfied if such laws as science uncove rs can be committed to computers for application. If this is not possible, checking of any application of a law would be impossible since the reasoning needed could not be clearly given. It would seem any satisfactory law of science would fulfill these conditions. We would then want to claim
$\omega$-consistent recursiveness for any satisfactory set of scientific propositions.

Our enlarged system would fall within the scope
of Gödel's argument. It rould be necessarily incumplete and powerless to demonstrate its own consism tency.

We are nor in position to consider language in general. We have before us in Ricard a faulty use of language and in Gödel a correct use. Chaper 4 will examine paradoxes in ordinary language to conclude that the GodelianRichardian difference can point to usage errors Which permit the development of the paradoxes.

## An Extension to Ordinary Language

4.1 The concluding sections of Chaper 3 presented a structure for the reference of language necessary for Gödel's result:


What must be required of the linguistic system for this relationship to hold?

First, the language must refer outside of itself. It is not to be considered as an object for its own study, but as a means of study. In the case of Gödel's work the objects are the natural numbers. The referent could be part of the language itself, but then only if it were considered as an object and not as a language bearing meaning.

The recognition of an isomorphism between the language and its object cannot be stated in the language.

Otherwise the language would be capable of expressing, correctly, assertions about the language itself, and Richard's paradox could be developed within it. For the language in talking about its objects could express this as talk about itself, and just as it might number objects it could number iself and Richard's paradox could ensue if the final reference were to the language. So the language may not give recognition directly to itself, but may only recognize objects other than itself.

If the relation between the object and the language may not be saidin the language, it must be learned some other way and for this process we have used the words show or see. What may not be said may be shown. 4.2 When we approach Gödel's work, we do possess a language in which the exact relation of our system to itself can be speciried. The ordinary English, employed in Chapter 2, can express this relationship, and did so in the section on Gödel numbering. But English is a "higher level" language than Principia Mathematica since it can express more than PM. Is a higher level language essential to a Güdelian demonstration for a lower level language?

As far as simply stating the proof, such a language is not needed, and the ability to carry out such a derivation without the higher level language was needed
for Proposition XI on consistency demonstrations. But while such a language can symbolically represent the proof, we have seen the reference cannot be to the language itself, and a higher level language is nece ssary to express the conclusion, but not to show it. But in turn the higher level language must be powerless to express comparable clajms about itself. If we reject the Gödelian system of indirect reference as adequate for talk about language, then we must possess ascending series of languages each powerless to discuss itself in order to make such inquiries. The existence of such a series is doubtful.

It is questionalbe that such a series can exist, ad infinitum, in so far as we are capble of learning the language. In so far as such a language could be used, it could be learned. Some language (or native capacity) must be capable of describing the higher level language. As such it would seem our new language is nothing but a normal extension of the old to fit new circumstances. To be sure, the gramar of the new language may be more complex, but if its features can be described in English and convienient expressions for them found, it may be seen as just more English. In at least this way, many new languages can be considered as extensions of English, in much the same way as we add new nouns, or perhaps even a new verb tense. Any really different language would have to be one English is incapable of describing.

What forin this might take is a puzzle.
4.3 Those who favor admitting levels to languages do so to avoid paradox.
(1) The tree is green.
(2) "The tree is green" is a sentence.
(2) would be said to be on a higher level than (1). On our view that there can only be one language, (2) would be taken as referring to a particular object, namely (1), just as (1) rerers to a particular object, the green tree. No paradox can develop if the referent of "the tree is green" is something other than its meaningiful occurance as (1). It may refer to itself as an object, but it may not refer to "the tree is green" as meaningful usage.

We reject any level of language theory and instead bar any reference in a language to itself as language bearing meaning. We may continue to speak of correct usage, just as well formed formulae may be picked out by standard procedures, but we will admit as proper no statement which refers to other languge directly as anything other than an event. We will not permit this reference to indicate the sentence together with its meaning.

This sentence is typed on white paper.

The reference is acceptable since it is an object, which can be considered apart from its meaning.

This sentence is false.

The construction of this sentence is inapproriate since falseness must apply to its referent's meaning, not the simple occurence.

Using this criterion, the paradox which follows from the sentence ${ }^{1}$

Every sentence is possibly either false or neither true nor false.
could be expected since the object of this sentence must be a sentence together with its meaning.

Gödel carefully avoids making this kind of reference and refers only to objects apart from the meaning they carry. Richard does not. He rerers to numbers and then through to the meaning-sentence attached to them. Certain grammatical adjustments will be permitted, but in general language may refer only outside itself. It may not use as its object any part of the language itself, considered as language bearing meaning. 4.4 Is this criterion too strong? Do. We unnecesarily exclude situations such as:
(1) Men are on the earth.

A
(2) Sentence (1) is true.

According to our reference limitation sentence (2) is illegitimate as more constructed. But the intent behind
(2) can be construed as something like (1) or possibly "Don't count this answer wrong!" But (2) can usually be read in another way. Now consider:
(1) The moon is made of green cheese.

B
(2) Sentence (1) is false.
(2) can be read as saying that it is not the case that the moon is made of green cheese, i.e., the moon is not made of green cheese. This is a direct claim about the moon of the same type as (1). Cases such as $A$ and $B$ can be dealt with by adjusting the language involved so that it will not be forbidden.

Not all situations of such reference can be resolver in this fashion. Consider
(1) Sentence (2) is true.

C
(2) Sentence (1) is false.

What can be done with this pair? (2), according to our rendering, requires that re rewrite (I) as
(1') Sentence (2) is not true.
Or alternatively,
(1') Sentence (2) is false.
If this is to have meaning sentence (2) must be redone which requires a reconsideration of (i). This pair is illegitimate since we cannot find an equivalent pair which do not require adjustment to be acceptable. 4.5 We have examined Godel's Theorem in relation to Richard's Paradox. We have found in Richard a double direct reference, first to a number and then to a sentence associated with that number. We have seen that this double direct reference does not occur in Gödel. We then looked at English looking at this situation and saw
that either a series of language levels, or an acceptance of indirect reference was necessary to account for the meaning in Gödel. The suspicion was raised that levels of language are not possible. We examined Goidel to provoke a criterion for illegitimate reference which would not require a language level theory. It is this criterion which accounts for Gödel's success and Richard's failure. It is further suggested that the restriction of reference by languase to non-linguistic events would be necessary to prevent paradox.

Anthony M. Coyne

April 1970

## Appendix I: Richard's 1905 paper

The translation is from van Heijenoort's From Frege to Godel.

In its issue of 30 March 1905 the Rerue draws attention to certain contradictions that are encountered in general set theory.

It is not necessary to go so far as the theory of ordinal numbers to find such contradictions. Here is one that presents itself the moment we study the continuum and to which some others could probably be reduced.

I am going to define a certain set of numbers, which I shall call the set E , through the following considerations.

Let us write all permutations of the twenty-six letters of the French alphabet taken two at a time, putting these permutations in alphabetical order; then, after them, all permutations taken three at a time, in alphabetical order; then, after them, all permutations taken four at a time, and so forth. These permutations may contain the same letter repeated several times; they are permutations with repetitions.

For any integer $p$, any permutation of the twenty-six lettors taken $p$ at a time will be in the table; and, since everything that can be written with finitely many words is a permutation of letters, everything that can be written will be in the table formed as we have just indicated.

The definition of a number being made up of words, and these words of letters, some of these permutations will be definitions of numbers. Let us cross out from our permutations all those that are not definitions of numbers.

Let $u_{1}$ be the first number defined by a permutation, $u_{2}$ the second, $u_{3}$ the third, and so on.

We thus have, written in a definite order, all numbers that are defined by finitely many words.

Therefore, the numbers that can be defined by finitely many words form a denumerably infinite set.

Now, here comes the contradiction. We can form a number not belonging to this set. "Let $p$ be the digit in the $n$th decimal place of the $n$th number of the set E ; let us form a number having 0 for its integral part and, in its $n$th decimal place, $p+1$ if $p$ is not $\delta$ or 9 , and 1 otherwise." This number $N$ does not belong to the set E. If it were the $n$th number of the set E , the digit in its $n$th decimal place would be the same as the one in the $n$th decimal place of that number, which is not the case.

I denote by $G$ the collection of letters between quotation marks.
The number N is defined by the words of the collection G , that is, by finitely many words; hence it should belong to the set E . But we have seen that it does not.

Such is the contradiction.
Let us show that this contradiction is only apparent. We come back to our permutations. The collection $G$ of letters is one of these permutations; it will appear in my table. But, at the place it occupies, it has no meaning. It mentions the set E , which has not yet been defined. Hence I have to cross it out. The collection $G$ has meaning only if the set E is totally defined, and this is not done except by infinitely many words. Therefore there is no contradiction.

We can make a further remark. The set containing [the elements of] the set E and the number N represents a new set. This new set is denumerably infinite. The
number N can be inserted into the set E at a certain rank $k$ if we increase by $l$ the rank of each number of rank [equal to or] greater than $k$. Let us still denote by E the thus modified set. Then the collection of words G will dcfine a number $\mathrm{N}^{\prime}$ distinct from N , since the number N now occupies rank $k$ and the digit in the $k$ th decimal place of $\mathrm{N}^{\prime}$ is not equal to the digit in the $k$ th decimal place of the $k$ th number of the set E .

## Appendix. II: Gödel's 1931 paper

The translation is from van Heijenoort's From Frege to Godel. The notation used in the paper differs from the exposition in Chapter 2 in that Godel's classK is denoted as c.
restrict the means of proof in any way). Hence a consistency proof for the system $S$ can be carried out only by means of modes of inference that are not formalized in the system $S$ itself, and analogous results hold for other formal systems as well, such as the Zermelo-Fraenkel axiom system of set theory. ${ }^{3}$
III. Theorem I can be sharpened to the effect that, even if we add finitely many axioms to the system $S$ (or infinitely many that result from a finite number of them by "type elevation"), we do not obtain a complete system, provided the extended system is $\omega$-consistent. Here a system is said to be $\omega$-consistent if, for no property $F(x)$ of natural numbers,

$$
F(1), F(2), \ldots, F(n), \ldots \text { ad infinitum }
$$

as well as

$$
(E x) \overline{F(x)}
$$

are provable. (There are extensions of the system $S$ that, while consistent, are not $\omega$-consistent.)
IV. Theorem I still holds for all $\omega$-consistent extensions of the system $S$ that are obtained by the addition of infinitely many axioms, provided the added class of axioms is decidable [entscheidungsdefinit], that is, provided it is metamathematically decidable [entscheidbar] for every formula whether it is an axiom or not (here again we suppose that the logic used in metamathematics is that of Principia mathematical).

Theorems I, III, and IV can be extended also to other formal systems, for example, to the Zermelo-Fraenkel axiom system of set theory, provided the systems in question are $\omega$-consistent.

The proofs of these theorems will appear in Monatshefte für Mathematik and Physik.
3 This result, in particular, holds also for the axiom system of classical mathematics, as it has been constructed, for example, by vo Newman (1927).

## ON FORMALLY UNDECIDABLE PROPOSITIONS OF PRINCIPIA MATHEMATIC AND RELATED SYSTEMS I ${ }^{1}$

(1931)

1
The development of mathematics toward greater precision has led, as is well known, to the formalization of large tracts of it, so that one can prove any theorem using nothing but a few mechanical rules. The most comprehensive formal systems that have been set up hitherto are the system of Principia mathematical $(P M)^{2}$ on the one hand and the Zermelo-Fraenkel axiom system of set theory (further developed by J. vo Newman) ${ }^{3}$ on the other. These two systems are so comprehensive that in

[^0]Note: bracketed page numbers in the
margins refer to original pagination.
them all methods of proof today used in mathematics are formalized, that is, reduced to a few axioms and rules of inference. One might therefore conjocture that these axioms and rules of inference are sufficient to decide any mathematical question that can at all be formally expressed in these systems. It will be shown below that this is not the case, that on the contrary there are in the two systems mentioncd relatively simple problems in the theory of integers ${ }^{4}$ that cammot be decided on the basis of the axioms. This situation is not in any way due to the special nature of the systems that have been set up but holds for a wide class of formal systems; among these, in particular, are all systems that result from the two just mentioned through the addition of a finite number of axioms, ${ }^{5}$ provided no false propositions of the kind specified in footnote 4 become provable owing to the added axioms.
Before going into details, we shall first sketch the main idea of the proof, of course without any claim to complete precision. The formulas of a formal system (we restrict ourselves here to the system $P M$ ) in outward appearance are finite sequences of primitive signs (variables, logical constants, and parentheses or punctuation dots), and it is easy to state with complete precision which sequences of primitive signs are meaningful formulas and which are not. ${ }^{6}$ Similarly, proofs, from a formal point of view, are nothing but finite sequences of formulas (with cortain specifiable properties.) Of course, for metamathematical considerations it docs not matter what objects are chosen as primitive signs, and we shall assign natural numbers to this use. ${ }^{7}$ Consequently, a formula will be a finite sequence of natural numbers, ${ }^{8}$ and a proof array a finite sequence of finite sequences of natural numbers. The metamathematical notions (propositions) thus become notions (propositions) about natural numbers or sequences of them ; ${ }^{9}$ therefore they can (at least in part) be expressed by the symbols of the system $P M$ itself. In particular, it can be shown that the notions "formula", "proof array", and "provable formula" can be defined in the system PM ; that is, we can, for example, find a formula $F(v)$ of $P M$ with one free variable $v$ (of the type of a number scquence $)^{10}$ such that $F^{\prime}(v)$, interpreted according to the meaning of the terms of $P M$, says: $v$ is a provable formula. We now construct an undecidable proposition of the system $P M$, that is, a proposition $A$ for which neither $A$ nor not- $A$ is provable, in the following manner.
${ }^{4}$ That is, more precisely, thero are undecidable propositions in which, besides the logical constants - (not), $\vee$ (or), $(x)$ (for all), and = (identical with), no other notions occur but + (addition) and . (multiplication), both for natural numbers, and in which the prefixes ( $x$ ), too, spply to natural numbers only.
${ }^{5}$ In $P M$ only axioms that do not result from one another by mere change of type are counted as distinct.
${ }^{6}$ Here and in what follows we always understand by "formula of PM" a formula written without abbreviations (that is, without the use of definitions). It is well known that [in PM] definitions serve only to abbreviate notations and therefore are dispensable in principle.
${ }^{7}$ That is, we map the primitive signs one-to-one onto some natural numbers. (See how this is done on page 601.)
${ }^{8}$ That is, a number-theoretic function defined on an initial segment of the natural numbers. (Numbers, of course, cannot be arranged in a spatial order.)
${ }^{9}$ In other words, the procedure described above yields an isomorphic image of the system $P M$ in the domain of arithmetic, and all metamathematical arguments can just as well be carried out in this isomorphic image. This is what we do below when we sketch the proof; that is, by "formula", "proposition"," variable", and so on, we must always understand the corresponding objects of the isomorphic image.
${ }^{10}$ It would be very easy (although somewhat cumbersome) to actually write down this formula.

A formula of PM with exactly one free variable, that variable being of the type of the natural numbers (class of classes), will be called a class sign. We assume that the class signs have been arranged in a sequence in some way, ${ }^{11}$ we denote the $n$th one by $R(n)$, and we obscrve that the notion "class sign", as well as the ordering relation $R$, can be defined in the system PM. Let $\alpha$ be any class sign; by $[\alpha ; n]$ we denote the formula that results from the class $\operatorname{sign} \alpha$ when the free variable is replaced by the sign denoting the natural number $n$. The ternary relation $x=[y ; z]$, too, is seen to be definable in $P M$. We now define a class $K$ of natural numbers in the following way :

$$
\begin{equation*}
n \varepsilon K \equiv \overline{\operatorname{Bew}}[R(n) ; n] \tag{1}
\end{equation*}
$$

(where Bew $x$ means: $x$ is a provable formula). ${ }^{11 a}$ Since the notions that occur in the definiens can all be defined in $P M$, so can the notion $K$ formed from them; that is, there is a class sign $S$ such that the formula $[S ; n]$, interpreted according to the meaning of the terms of $P M$, states that the natural number $n$ belongs to $K .{ }^{12}$ Since $S$ is a class sign, it is identical with some $R(q)$; that is, we have

$$
S=R(q)
$$

for a certain natural number $q$. We now show that the proposition $[R(q) ; q]$ is undecidable in PM. ${ }^{13}$ For let us suppose that the proposition $[R(q) ; q]$ were provable; then it would also be true. But in that case, according to the definitions given above, $q$ would belong to $K$, that is, by (1), $\overline{\operatorname{Bew}}[R(q) ; q]$ would hold, which contradicts the assumption. If, on the other hand, the negation of $[R(q) ; q]$ were provable, then $\overline{q \varepsilon K},{ }^{13 a}$ that is, $\operatorname{Bew}[R(q) ; q]$, would hold. But then $[R(q) ; q]$, as well as its negation, would be provable, which again is impossible.

The analogy of this argument with the Richard antinomy leaps to the eye. It is closely related to the "Liar" too ; ${ }^{14}$ for the undecidable proposition $[R(q) ; q]$ states that $q$ belongs to $K$, that is, by (1), that $[R(q) ; q]$ is not provable. We therefore have before us a proposition that says about itself that it is not provable [in PMI]. ${ }^{15}$ The method of proof just explained can clearly be applied to any formal system that, first, when interpreted as representing a system of notions and propositions, has at

[^1]It: disposal sufficient means of expression to define the notions occurring in the .rument above (in particular, the notion "provable formula") and in which, second, avery provable formula is true in the interpretation considered. The purpose of arrying out the above proof with full precision in what follows is, among other things, to replace the second of the assumptions just mentioned by a purely formal and much weaker one.

From the remark that $[P(q) ; q]$ says about itself that it is not provable it follows at once that $[R(q) ; q]$ is true, for $[R(q) ; q]$ is indeed unprovable (being undecidable). Thus, the proposition that is undecidable in the system PM still was decided by metamathematical considerations. The precise analysis of this curious situation leads to surprising results concerning consistency proofs for formal systems, results that will he discussed in more detail in Section 4 (Theorem XI).

We now proceed to carry out with full precision the proof sketched above. First we give a preciso description of the formal system $P$ for which we intend to prove the existence of undecidable propositions. $P$ is essentially the system obtained when the logic of $P M$ is superposed upon the Peano axioms ${ }^{16}$ (with the numbers as individuals and the successor relation as primitive notion).
The primitive signs of the system $P$ are the following:
I. Constants: " $\sim$ " (not), " $\vee$ " (or), " $I$ " (for all), " 0 " (zero), " $f$ " (the successor of), "(", ")" (parentheses);
II. Variables of type 1 (for individuals, that is, natural numbers including 0 ): " $x_{1}$ ", " $y_{1}$ ", " $z_{1}$ ", ...;
Variables of type 2 (for classes of individuals) : " $x_{2}$ ", " $y_{2}$ ", " $z_{2}{ }^{\prime}$ ", ...;
Variables of type 3 (for classes of classes of individuals) : " $x_{3}$ ", " $y_{3}{ }^{\prime}$ ", " $z_{3}{ }^{\prime}$ ", $\ldots$;
And so on, for every natural number as a type. ${ }^{17}$
Remark: Variables for functions of two or more argument places (relations) need not be included among the primitive signs since we can define relations to be classes of ordered pairs, and ordered pairs to be classes of classes; for example, the ordered pair $a, b$ can be defined to be $((a),(a, b))$, where $(x, y)$ denotes the class whose sole elements are $x$ and $y$, and $(x)$ the class whose sole element is $x .{ }^{18}$
By a sign of type 1 we understand a combination of signs that has [any one of] the

## forms

$$
a, f a, f f a, f f f a, \ldots, \text { and so on, }
$$

where $a$ is either 0 or a variable of type 1 . In the first case, we call such a sign a numeral. For $n>1$ we understand by a sign of type $n$ the same thing as by a variable of type $n$. A combination of signs that has the form $a(b)$, where $b$ is a sign of type $n$

[^2]and $a$ a sign of type $n+1$, will be called an elcmentary formula. We define the class of formulas to be the smallest class ${ }^{19}$ containing all elementary formulas and containing $\sim(a),(a) \vee(b), x \Pi(a)$ (where $x$ may be any variable) ${ }^{18 a}$ whenever it contains $a$ and $b$. We call $(a) \vee(b)$ the disjunction of $a$ and $b, \sim(a)$ the negation and $x \Pi(a)$ a generalization of $a$. A formula in which no free variable occurs (free cariable being defined in the well-known mamer) is called a sentential formula [Satzformel]. A formula with exactly $n$ free individual variables (and no other free variables) will be called an $n$-place relation sign; for $n=1$ it will also be called a class sign.

By Subst $a\binom{v}{b}$ (where $a$ stands for a formula, $v$ for a variable, and $b$ for $a \operatorname{sign}$ of the same type as $v$ ) we understand the formula that results from $a$ if in $a$ we replace $v$, wherever it is free, by $b .^{20}$ We say that a formula $a$ is a type eleration of another formula $b$ if $a$ results from $b$ when the type of each variable occurring in $b$ is increased by the same number.

The following formulas ( $\mathrm{I}-\mathrm{V}$ ) are called axioms (we write them using these abbreviations, defined in the well-known manner: ., $\supset, \equiv,(E x),=,{ }^{21}$ and observing the usual conventions about omitting parentheses) : ${ }^{22}$
I. 1. $\sim\left(f x_{1}=0\right)$,
2. $f x_{1}=f y_{1} \supset x_{1}=y_{1}$,
3. $x_{2}(0) . x_{1} \Pi\left(x_{2}\left(x_{1}\right) \supset x_{2}\left(f x_{1}\right)\right) \supset x_{1} \Pi\left(x_{2}\left(x_{1}\right)\right)$.
II. All formulas that result from the following schemata by substitution of any formulas whatsoever for $p, q, r$ :

1. $p \vee p \supset p$,
2. $p \supset p \vee q$,
3. $p \vee q \supset q \vee p$,
4. $(p \supset q) \supset(r \vee p \supset r \vee q)$.
III. Any formula that results from either one of the two schemata
5. $v \Pi(a) \supset$ Subst $a\binom{v}{c}$,
6. $v \Pi(b \vee a) \supset b \vee v \Pi(a)$
when the following substitutions are made for $a, v, b$, and $c$ (and the operation indicated by "Subst" is performed in 1):

For $a$ any formula, for $v$ any variable, for $b$ any formula in which $v$ does not occur free, and for $c$ any sign of the same type as $v$, provided $c$ does not contain any variable that is bound in $a$ at a place where $v$ is free. ${ }^{23}$
${ }^{19}$ Concerning this definition (and similar definitions occurring below) see Eukasicuricz and Tarski 1930.
${ }^{183}$ Hence $x \Pi(a)$ is a formula even if $x$ docs not occur in $a$ or is not free in $a$. In this case, of course, $x \Pi(a)$ means the same thing as $a$.
${ }^{20}$ In case $v$ does not occur in $a$ as a free variable we put Subst $a\binom{0}{b}=a$. Note that "Subst" is a metamathematical sign.
${ }^{21} x_{1}=y_{1}$ is to be regarded as defined by $x_{2} \Pi\left(x_{2}\left(x_{1}\right) \supset x_{2}\left(y_{1}\right)\right)$, as in PM (I, *13) similarly for higher types).
${ }^{22}$ In order to obtain the axioms from the schemata listed we must therefore
(1) Eliminate the abbreviations and
(2) Add the omitted parentheses
(in II, III, and IV after carrying out the substitutions allowed).
Note that all expressions thus obtained are "formulas" in the sense specified above. (Sce also the exact dcfinitions of the metamathematical notions on pp. 603-606.)
${ }^{23}$ Therefore $c$ is a variable or 0 or a sign of the form $f \ldots f u$, where $u$ is either 0 or a variable of type 1. Concerning the notion "free (bound) at a place in a", see I A 5 in von Neumann 1927.
IV. Every formula that results from the schema

1. $(E u)(v \Pi(u(v) \equiv a))$
when for $v$ we substitute any variable of type $n$, for $u$ one of type $n+1$, and for $a$ any formula that does not contain $u$ frec. This axiom plays the role of the axiom of reducibility (the comprehension axiom of set theory).
V. Every formula that results from

$$
\text { 1. } x_{1} \Pi\left(x_{2}\left(x_{1}\right) \equiv y_{2}\left(x_{1}\right)\right) \supset x_{2}=y_{2}
$$

by type elevation (as well as this formula itself). This axiom states that a class is completely determined by its elements.
A formula $c$ is called an immediate consequence of $a$ and $b$ if it is the formula $(\sim(b)) \vee(c)$, and it is called an immediate consequence of $a$ if it is the formula $v I I(a)$, where $v$ denotes any variable. The class of provable formulas is defined to be the smallest class of formulas that contains the axioms and is closed under the relation "immediate consequence". ${ }^{24}$
We now assign natural numbers to the primitive signs of the system $P$ by the following one-to-one correspondence:

$$
\begin{aligned}
& \text { " } 0 \text { " ... } 1 \text { "~" ... } 5 \\
& \text { "f"... } 3 \text { " } v \text { "... } 7
\end{aligned}
$$

$$
\begin{aligned}
& \text { "I!"... } 9 \\
& \text { "(".... 11 } \\
& \text { ")" ... 13; }
\end{aligned}
$$

to the variables of type $n$ we assign the numbers of the form $p^{n}$ (where $p$ is a prime number $>13$ ). Thus we have a onc-to-one correspondence by which a finite sequence of natural numbers is associated with every finite sequence of primitive signs (hence also with every formula). We now map the finite sequences of natural numbers on natural numbers (again by a one-to-one correspondence), associating the number $2^{n_{1}} \cdot 3^{n_{2}} \ldots \ldots p_{k}^{n_{k}}$, where $p_{k}$ denotes the $k$ th prime number (in order of increasing magnitude), with the sequence $n_{1}, n_{2}, \ldots, n_{k}$. A natural number [out of a certain subset I is thus assigned one-to-one not only to every primitive sign but also to every finite sequence of such signs. We denote by $\Phi(a)$ the number assigned to the primitive sign (or to the séquence of primitive signs) $a$. Now let some relation (or class) $R\left(a_{1}\right.$, $a_{2}, \ldots, a_{n}$ ) between [or of] primitive signs or sequences of primitive signs be given. With it we associate the relation (or class) $R^{\prime}\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ between [or of] natural numbers that obtains between $x_{1}, x_{2}, \ldots, x_{n}$ if and only if there are some $a_{1}, a_{2}, \ldots$, $a_{n}$ such that $x_{i}=\Phi\left(a_{i}\right)(i=1,2, \ldots, n)$ and $R\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ hold. The relations between (or classes of) natural numbers that in this manner are associated with the metamathematical notions defined so far, for example, "variable", "formula", "sentential formula", "axiom", "provable formula", and so on, will be denoted by the same words in small capitals. The proposition that there are undecidable problems in the system $P$, for example, reads thus: There are sentential formulas $a$ such that neither $a$ nor the negation of $a$ is a provable formula.
We now insert a parenthetic consideration that for the present has nothing to do

[^3]with the formal system $P$. First we give the following definition: A number-theoretic function ${ }^{25} \varphi\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is said to be recursively defined in terms of the number. theoretic functions $\psi\left(x_{1}, x_{2}, \ldots, x_{n-1}\right)$ and $\mu\left(x_{1}, x_{2}, \ldots, x_{n+1}\right)$ if
\[

$$
\begin{align*}
\varphi\left(0, x_{2}, \ldots, x_{n}\right) & =\psi\left(x_{2}, \ldots, x_{n}\right), \\
\varphi\left(k+1, x_{2}, \ldots, x_{n}\right) & =\mu\left(k, \varphi\left(k, x_{2}, \ldots, x_{n}\right), x_{2}, \ldots, x_{n}\right) \tag{2}
\end{align*}
$$
\]

hold for all $x_{2}, \ldots, x_{n}, k .{ }^{26}$
A number-theoretic function $\varphi$ is said to be recursive if there is a finite sequence of number-theoretic functions $\varphi_{1}, \varphi_{2}, \ldots, \varphi_{n}$ that ends with $\varphi$ and has the property that every function $\varphi_{k}$ of the sequence is recursively defined in terms of two of the preceding functions, or results from any of the preceding functions by substitution, ${ }^{27}$ or, finally, is a constant or the successor function $x+1$. The length of the shorte: sequence of $\varphi_{i}$ corresponding to a recursive function $\varphi$ is called its degree. A relation $R\left(x_{1}, \ldots, x_{n}\right)$ between natural numbers is said to be recursive ${ }^{28}$ if there is a recursive function $\varphi\left(x_{1}, \ldots, x_{n}\right)$ such that, for all $x_{1}, x_{2}, \ldots, x_{n}$,

$$
R\left(x_{1}, \ldots, x_{n}\right) \sim\left[\varphi\left(x_{1}, \ldots, x_{n}\right)=0\right]^{29}
$$

The following theorems hold:
I. Every function (relation) obtained from recursive functions (relations) by substilution of recursive functions for the variables is recursive; so is every function obtained from recursive functions by recursive definition according to schema (2);
II. If $R$ and $S$ are recursive relations, so are $\bar{R}$ and $P \vee S$ (hence also $R \& S$ );
III. If the functions $\varphi(\underline{y})$ and $\psi(\mathfrak{y})$ are recursive, so is the relation $\varphi(\mathfrak{x})=\psi(\mathfrak{y}) ; ;^{30}$
IV. If the function $\varphi(x)$ and the relation $P(x, y)$ are recursive, so are the relations $s$ and $T$ defined by

$$
S(\mathfrak{y}, \mathfrak{y}) \sim(E x)[x \leqq \varphi(\mathfrak{y}) \& R(x, \mathfrak{y})]
$$

and

$$
T(\mathfrak{x}, \mathfrak{y}) \sim(x)[x \leqq \varphi(\mathfrak{x}) \rightarrow R(x, \mathfrak{y})]
$$

as well as the function $\psi$ defined by

$$
\psi(\mathfrak{x}, \mathfrak{y})=\varepsilon x[x \leqq \varphi(\mathfrak{y}) \& R(x, \mathfrak{y})],
$$

where $\varepsilon x F(x)$ means the least number $x$ for which $F(x)$ holds and 0 in case there is no such number.
${ }^{25}$ That is, its domain of definition is the class of nonnegative integers (or of $n$-tuples of $n=$ negative integers) and its values are nonnegative integers.
${ }^{26}$ In what follows, lower-case italic letters (with or without subscripts) are always varial is, for nonnegative integers (unless the contrary is expressly noted).
${ }^{27}$ More precisely, by substitution of some of the preceding functions at the argument pluce of one of the preceding functions, for example, $\varphi_{k}\left(x_{1}, x_{2}\right)=\varphi_{p}\left[\varphi_{q}\left(x_{1}, x_{2}\right), \varphi_{r}\left(x_{2}\right)\right](p, q, r<k)$. Ni: all variables on the left side need occur on the right side (the same applies to the recursion selectas (2)).
${ }^{28}$ We include classes among relations (as one-place relations). Recursive relations $R$, of coarm have the property that for every given $n$-tuple of numbers it can be decided whether $R\left(r_{1}, \ldots\right.$. $x_{n}$ ) holds or not.

29 Whenever formulas are used to express a meaning (in particular, in all formulas exprome. ${ }^{2}$ metamathematical propositions or notions), Hilbert's symbolism is employed. See Hillert un: Ackermann 1928.
${ }^{30}$ We use German letters, $\mathfrak{z}, \mathfrak{\eta}$, as abbreviations for arbitrary $n$-tuples of variables, for exame $x_{1}, x_{2}, \ldots, x_{n}$.

Theorem I follows at once from the definition of "recursive". Theorems II and III are consequences of the fact that the number-theoretic functions

$$
\alpha(x), \quad \beta(x, y), \quad \gamma(x, y)
$$

corresponding to the logical notions -,$~ \mathrm{~V}$, and $=$, namely,

$$
\begin{gathered}
\alpha(0)=1, \alpha(x)=0 \text { for } x \neq 0 \\
\beta(0, x)=\beta(x, 0)=0, \quad \beta(x, y)=1 \text { when } x \text { and } y \text { are both } \neq 0 \\
\gamma(x, y)=0 \quad \text { when } x=y, \quad \gamma(x, y)=1 \text { when } x \neq y
\end{gathered}
$$

are recursive, as we can readily see. The proof of Theorem IV is briefly as follows. By assumption there is a recursive $\rho(x, y)$ such that

$$
R(x, \mathfrak{y}) \sim[\rho(x, \mathfrak{y})=0] .
$$

We now define a function $\chi(x, y)$ by the recursion schema (2) in the following way:

$$
\begin{gathered}
\chi(0, \mathfrak{y})=0 \\
\chi(n+1, \mathfrak{y})=(n+1) \cdot a+\chi(n, \mathfrak{y}) \cdot \alpha(a),{ }^{31}
\end{gathered}
$$

where $a=\alpha[\alpha(\rho(0, \mathfrak{y}))] \cdot \alpha[\rho(n+1, \mathfrak{y})] \cdot c[\chi(n, \mathfrak{y})]$. Therefore $\chi(n+1, \mathfrak{y})$ is equal either to $n+1$ (if $a=1$ ) or to $\chi(n, y)$ (if $a=0$ ). ${ }^{32}$ The first case clearly occurs if and only if all factors of $a$ are 1 , that is, if

$$
\bar{R}(0, \mathfrak{y}) \& R(n+1, \mathfrak{y}) \&[\chi(n, \mathfrak{y})=0]
$$

holds. From this it follows that the function $\chi(n, \mathfrak{y})$ (considered as a function of $n$ ) remains 0 up to [but not including] the least value of $n$ for which $R(n, y)$ holds and, from there on, is equal to that value. (Hence, in case $R(0, \mathfrak{y})$ holds, $\chi(n, y)$ is constant and equal to 0.) We have, therefore,

$$
\begin{aligned}
& \psi(\mathfrak{r}, \mathfrak{y})=\chi(\varphi(\mathfrak{r}), \mathfrak{y}), \\
& S(\mathfrak{r}, \mathfrak{y}) \sim R[\psi(\mathfrak{x}, \mathfrak{y}), \mathfrak{y}] .
\end{aligned}
$$

The relation $T$ can, by negation, be reduced to a case analogous to that of $S$. Theorem IV is thus proved.

The functions $x+y, x . y$, and $x^{y}$, as well as the relations $x<y$ and $x=y$, are recursive, as we can readily see. Starting from these notions, we now define a number of functions (relations) 1-45, each of which is defined in terms of preceding ones by the procedures given in Theorems I-IV. In most of these definitions several of the steps allowed by Theorems I-IV are condensed into one. Each of the functions (relations) $1-45$, among which occur, for example, the notions "Formula", "Axiom", and "immediate consequence", is therefore recursive.

1. $x / y \equiv(E z)[z \leqq x \& x=y \cdot z],{ }^{33}$
$x$ is divisible by $y .{ }^{34}$
${ }^{31}$ We assume familiarity with the fact that the functions $x+y$ (addition) and $x \cdot y$ (multiplication) are recursive.
${ }^{32} a$ cannot take values other than 0 and 1 , as can be seen from the definition of $\alpha$.
${ }^{33}$ The sign $\equiv$ is used in the sense of "equality by definition"; hence in definitions it stands for either $=$ or $\sim$ (otherwise, the symbolism is Hilbert's).
${ }^{34}$ Wherever one of the signs $(x),(E x)$, or $\varepsilon x$ occurs in the definitions below, it is followed by a bound on $x$. This bound merely serves to ensure that the notion defined is recursive (sse Theorem IV). But in most cases the extension of the notion defined would not change if this bound were omitted.
2. $\operatorname{Prim}(x) \equiv \overline{(E x)}[z \leqq x \& z \neq 1 \& z \neq x \& x / z] \& x>1$,
$x$ is a prime number.
3. $0 \operatorname{Pr} x \equiv 0$,
$(n+1) \operatorname{Pr} x \equiv \varepsilon y[y \leqq x \& \operatorname{Prim}(y) \& x / y \& y>n \operatorname{Pr} x]$,
$n \operatorname{Pr} x$ is the $n$th prime number (in order of increasing magnitude) contained in $x$. ${ }^{3 \text { an }}$
4. $0!\equiv 1$,
$(n+1)!\equiv(n+1) \cdot n!$.
5. $\operatorname{Pr}(0) \equiv 0$,
$\operatorname{Pr}(n+1) \equiv \varepsilon y[y \leqq\{\operatorname{Pr}(n)\}!+1 \& \operatorname{Prim}(y) \& y>\operatorname{Pr}(n)]$,
$\operatorname{Pr}(n)$ is the $n$th prime number (in order of increasing magnitude).
6. $n G l x \equiv \varepsilon y\left[y \leqq x \& x /(n \operatorname{Pr} x)^{y} \& \overline{x /(n \operatorname{Pr} x)^{y+1}}\right]$,
$n G l x$ is the $n$th term of the number sequence assigned to the number $x$ (for $n>0$ and $n$ not greater than the length of this sequence).
7. $l(x) \equiv \varepsilon y[y \leqq x \& y \operatorname{Pr} x>0 \&(y+1) \operatorname{Pr} x=0]$,
$l(x)$ is the length of the number sequence assigned to $x$.
8. $x * y \equiv \varepsilon z\left\{z \leqq[\operatorname{Pr}(l(x)+1(y))]^{x+y} \&(n)[n \leqq l(x) \rightarrow n G l z=n G l x] \&\right.$ $(n)[0<n \leqq l(y) \rightarrow(n+l(x)) G l z=n G l y]\}$,
$x * y$ corresponds to the operation of "concatenating" two finite number sequences.
9. $R(x) \equiv 2^{x}$,
$R(x)$ corresponds to the number sequence consisting of $x$ alone (for $x>0$ ).
10. $E(x) \equiv R(11) * x * R(13)$,
$E(x)$ corresponds to the operation of "enclosing within parentheses" (11 and 13 are assigned to the primitive signs "(" and ")", respectively).
11. $n \operatorname{Var} x \equiv(E z)\left[13<z \leqq x \& \operatorname{Prim}(z) \& x=z^{n}\right] \& n \neq 0$,
$x$ is a variable of type $n$.
12. $\operatorname{Var}(x) \equiv(E n)[n \leqq x \& n \operatorname{Var} x]$,
$x$ is a variable.
13. $\operatorname{Neg}(x) \equiv R(5) * E(x)$,
$\operatorname{Neg}(x)$ is the negation of $x$.
14. $x$ Dis $y \equiv E(x) * R(7) * E(y)$,
$x$ Dis $y$ is the disuunction of $x$ and $y$.
15. $x$ Gen $y \equiv R(x) * R(9) * E(y)$,
$x$ Gen $y$ is the grneralization of $y$ with respect to the variable $x$ (provided $x$ is a vartable).
16. $0 N x \equiv x$,

$$
(n+1) N x \equiv R(3) * n N x
$$

$n N x$ corresponds to the operation of "putting the sign ' $f$ ' $n$ times in front of $x$ ".
17. $Z(n) \equiv n N[P(1)]$,
$Z(n)$ is the numeral denoting the number $n$.
18. $\operatorname{Typ}_{1}^{\prime}(x) \equiv(E m, n)\{m, n \leqq x \&[m=1 \vee 1 \operatorname{Var} m] \& x=n N[R(m)]\}$, , ${ }^{340}$ $x$ is a Sign of type 1 .
${ }^{343}$ For $0<n \leqq z$, where $z$ is the number of distinct prime factors of $x$. Note that $n \operatorname{Pr} x=0$ for $n=z+1$.
${ }^{34 \mathrm{~b}} m, n \leqq x$ stands for $m \leqq x \& n \leqq x$ (similarly for more than two variables).
19. $\operatorname{Typ}_{n}(x) \equiv\left[n=1 \& \operatorname{Typ}_{1}^{\prime}(x)\right] \vee[n>1 \&$
$(E v)\{v \leqq x \& n \operatorname{Var} v \& x=R(v)\}]$,
$x$ is a SIGN of type $n$.
20. $E l f(x) \equiv(E y, z, n)\left[y, z, n \leqq x \& \operatorname{Typ}_{n}(y) \&\right.$
$\left.\operatorname{Typ}_{n+1}(z) \& x=z * E(y)\right]$,
$x$ is an miementary formula.
21. $O p(x, y, z) \equiv x=\operatorname{Neg}(y) \vee x=y \operatorname{Dis} z \vee(E v)[v \leqq x \& \operatorname{Var}(v) \&$ $x=v \operatorname{Gen} y]$.
22. $F R(x) \equiv(n)\{0<n \leqq l(x) \rightarrow \operatorname{Elf}(n G l x) \vee(E p, q)[0<p, q<n \&$ $\left.\left.O_{p}(n G l x, p G l x, q G l x)\right]\right\} \& l(x)>0$,
$x$ is a sequent of formulas, each of which either is an elementary formula or results from the preceding formulas through the operations of NEGATION, DISJunction, or generalization.
23. $\operatorname{Form}(x) \equiv(E n)\left\{n \leqq\left(\operatorname{Pr}\left[l(x)^{2}\right]\right)^{x \cdot[l(x)]^{2}} \& F R(n) \& x=[l(n)] G l n\right\},{ }^{35}$
$x$ is a formula (that is, the last term of a formula sequence $n$ ).
24. $v \operatorname{Geb} n ; x \equiv \operatorname{Var}(v) \& \operatorname{Form}(x) \&(E a, b, c)[a, b, c \leqq x \&$
$x=a *(v \operatorname{Gen} b) * c \& \operatorname{Form}(b) \& l(a)+1 \leqq n \leqq l(a)+l(v \operatorname{Gen} b)]$,
the variable $v$ is bound in $x$ at the $n$th place.
25. v Fr $n, x \equiv \operatorname{Var}(v) \& \operatorname{Form}(x) \& v=n G l x \& n \leqq l(x) \& \overline{v G e b} n, x$,
the variable $v$ is free in $x$ at the $n$th place.
26. v Fr $x \equiv(E n)[n \leqq l(x) \& v \operatorname{Fr} n, x]$,
$v$ occurs as a free variable in $x$.
27. $S u x\binom{n}{y} \equiv \varepsilon z\left\{z \leqq[\operatorname{Pr}(l(x)+l(y))]^{x+y} \&[(E u, v) u, v \leqq x \&\right.$
$x=u * R(n G l x) * v \& z=u * y * v \& n=l(u)+1]\}$,
Su $x\binom{n}{y}$ results from $x$ when we substitute $y$ for the $n$th term of $x$ (provided that $0<n \leqq l(x))$.
28. 0 St $v, x \equiv \varepsilon n\{n \leqq l(x) \& v \operatorname{Fr} n, x \& \overline{(E p)}[n<p \leqq l(x) \& v \operatorname{Fr} p, x]\}$,
$(k+1)$ St $v, x \equiv \varepsilon n\{n<k S t v, x \& v \operatorname{Fr} n, x \& \overline{(E p)}[n<p<k$ St $v, x$ $\& v \operatorname{Fr} p, x]\}$,
$k$ St $v, x$ is the $(k+1)$ th place in $x$ (counted from the right end of the formula $x$ ) at which $v$ is free in $x$ (and 0 in case there is no such place).
29. $A(v, x) \equiv \varepsilon n\{n \leqq l(x) \& n$ St $v, x=0\}$,
$A(v, x)$ is the number of places at which $v$ is Free in $x$.
30. $S b_{0}\left(x_{y}^{v}\right) \equiv x$,

$$
S b_{k+1}\left(x_{y}^{v}\right) \equiv S u\left[S b_{k}\left(x_{y}^{v}\right)\right]\binom{k S t v, x}{y}
$$

31. $S b\left(x_{y}^{v}\right) \equiv S b_{A(v, x)}\left(x_{y}^{v}\right),{ }^{36}$
$S b\left(x_{y}^{v}\right)$ is the notion SUBST $a\binom{v}{0}$ defined above. ${ }^{37}$
32. $x \operatorname{Imp} y \equiv[\operatorname{Neg}(x)]$ Dis $y$, $x$ Con $y \equiv \operatorname{Neg}\{[\operatorname{Neg}(x)] \operatorname{Dis}[\operatorname{Neg}(y)]\}$,
${ }^{35}$ That $n \leqq\left(\operatorname{Pr}\left([l(x)]^{2}\right)\right)^{x .[l(x)]^{2}}$ provides a bound can be seen thus: The length of tho shortest sequence of formulas that corresponds to $x$ can at most be equal to the number of subformulas of $x$. But there are at most $l(x)$ subformulas of length 1 , at most $l(x)-1$ of length 2 , and so on, hence altogether at most $l(x)(l(x)+1) / 2 \leqq[l(x)]^{2}$. Therefore all prime factors of $n$ can be assumed to be less than $\operatorname{Pr}\left([l(x)]^{2}\right)$, their number $\leqq[(l x)]^{2}$, and their exponents (which are subformulas of $x) \leqq x$.
${ }^{36}$ In case $v$ is not a variable or $x$ is not a formula, $S b\left(x_{y}^{v}\right)=x$.
${ }^{37}$ Instead of $S b\left[S b\left(x_{y}^{v}\right)_{z}^{u}\right)$ we write $S b\left(x_{y}^{v}{ }_{y}^{v}{ }_{2}^{\prime 2}\right)$ (and similarly for more than two variables).
$x$ Aeq $y \equiv(x \operatorname{Imp} y) \operatorname{Con}(y \operatorname{Imp} x)$,
$v \operatorname{Ex} y \equiv \operatorname{Neg}\{v \operatorname{Gcn}[\operatorname{Neg}(y)]\}$.
33. $n$ Th $x \equiv \varepsilon y^{f} y \leqq x^{(x n)} \&(k)[k \leqq l(x) \rightarrow(k G l x \leqq 13 \& k G l y=k G l x) \vee$ $\left.\left.\left(k G l x>13 \& k G l y=k G l x \cdot[1 \operatorname{Pr}(k G l x)]^{n}\right)\right]\right\}$,
$n T h x$ is the $n$th type elevation of $x$ (in case $x$ and $n$ Th $x$ are formulas).
Three specific numbers, which we denote by $z_{1}, z_{2}$, and $z_{3}$, correspond to the Axioms I, 1-3, and we define
34. $Z \cdot A x(x) \equiv\left(x=z_{1} \vee x=z_{2} \vee x=z_{3}\right)$.
35. $A_{1}-A x(x) \equiv(E y)[y \leqq x \& \operatorname{Form}(y) \& x=(y \operatorname{Dis} y) \operatorname{Imp} y]$,
$x$ is a formula resulting from Axiom schema II, 1 by substitution. Analogously, $A_{2}-A x, A_{3}-A x$, and $A_{4}-A x$ are defined for Axioms [rather, Axiom Schemata] II, 2-4.
36. $A-A x(x) \equiv A_{1}-A x(x) \vee A_{2}-A x(x) \vee A_{3}-A x(x) \vee A_{4}-A x(x)$,
$x$ is a formula resulting from a propositional axiom by substitution.
37. $Q(z, y, v) \equiv \overline{(E n, m, w)}[n \leqq l(y) \& m \leqq l(z) \& w \leqq z \&$ $w \equiv m G l z \& w \operatorname{Geb} n, y \& v \operatorname{Fr} n, y]$
$z$ does not contain any vartable bound in $y$ at a place at which $v$ is free.
38. $L_{1}-A x(x) \equiv(E v, y, z, n)\left\{v, y, z, n \leqq x \& n \operatorname{Var} v \& \operatorname{Typ}_{n}(z) \& \operatorname{Form}(y) \&\right.$ $\left.Q(z, y, v) \& x=(v \operatorname{Gen} y) \operatorname{Imp}\left[\operatorname{Sb}\left(y_{z}^{v}\right)\right]\right\}$,
$x$ is a formula resulting from Axiom schema III, 1 by substitution.
39. $L_{2}-A x(x) \equiv(E v, q, p)\{v, q, p \leqq x \& \operatorname{Var}(v) \& \operatorname{Form}(p) \& \overline{v F r} p \& \operatorname{Form}(q) \&$ $x=[v$ Gen $(p$ Dis $q)] \operatorname{Imp}[p$ Dis $(v$ Gen $q)]\}$,
$x$ is a formula resulting from Axiom schema III, 2 by substitution.
40. $R-A x(x) \equiv(E u, v, y, n)[u, v, y, n \leqq x \& n \operatorname{Var} v$ \& $(n+1) \operatorname{Var} u \& \overline{u F r y}$ \&

Form $(y) \& x=u \operatorname{Ex}\{v \operatorname{Gen}[[R(u) * E(R(v))]$ Aeq $y]\}]$,
$x$ is a rornula resulting from Axiom schema IV, 1 by substitution.
A specific number $z_{4}$ corresponds to Axiom $V, 1$, and we define:
41. $M \cdot A x(x) \equiv(E n)\left[n \leqq x \& x=n T h z_{4}\right]$.
42. $A x(x) \equiv Z-A x(x) \vee A-A x(x) \vee L_{1}-A x(x) \vee L_{2}-A x(x) \vee R-A x(x) \vee M-A x(x)$, $x$ is an Axiom.
43. $F l(x, y, z) \equiv y=z \operatorname{Imp} x \vee(E v)[v \leqq x \& \operatorname{Var}(v) \& x==v$ Gen $y]$,
$x$ is an mmediate consequence of $y$ and $z$.
44. $B w(x) \equiv(n)\{0<n \leqq l(x) \rightarrow A x(n G l x) \vee(E p, q)[0<p, q<n \&$ $F l(n G l x, p G l x, q G l x)]\} \& l(x)>0$,
$x$ is a proof array (a finite sequence of formulas, each of which is either an axtom or an immedtate consequence of two of the preceding formulas.
45. $x B y \equiv B w(x) \&[l(x)] G l x=y$,
$x$ is a proof of the formula $y$.
46. $\operatorname{Bew}(x) \equiv(E y) y B x$,
$x$ is a provable formula. ( $\operatorname{Bew}(x)$ is the only one of the notions $1-46$ of which we cannot assert that it is recursive.)

The fact that can be formulated vaguely by saying: every recursive relation is definable in the system $P$ (if the usual meaning is given to the formulas of this system), is expressed in precise language, without reference to any interpretation of the formulas of $P$, by the following theorem:

Theorem V. For every recursive relation $R\left(x_{1}, \ldots, x_{n}\right)$ there exists an $n$-place
belation sign $r$ (with the free vartables ${ }^{33} u_{1}, u_{2}, \ldots, u_{n}$ ) such that for all $n$-tuples of numbers $\left(x_{1}, \ldots, x_{n}\right)$ we have

$$
\begin{equation*}
R\left(x_{1}, \ldots, x_{n}\right) \rightarrow \operatorname{Bew}\left[S \ell\left(r_{Z\left(x_{1}\right)}^{u_{1}} \ldots .{ }_{Z\left(x_{n}\right)}^{u_{n}}\right)\right] \tag{3}
\end{equation*}
$$

$$
\begin{equation*}
\bar{R}\left(x_{1}, \ldots, x_{n}\right) \rightarrow \operatorname{Bew}\left[\operatorname{Neg}\left(S b\left(r_{Z\left(x_{1}\right) \ldots Z\left(x_{n}\right)}^{u_{1}} \ldots u^{u_{n}}\right)\right)\right] . \tag{4}
\end{equation*}
$$

We shall give only an outline of the proof of this theorem because the proof does not present any difficulty in principle and is rather long. ${ }^{39}$ We prove the theorem for all relations $R\left(x_{1}, \ldots, x_{n}\right)$ of the form $x_{1}=\varphi\left(x_{2}, \ldots, x_{n}\right)^{40}$ (where $\varphi$ is a recursive function) and we use induction on the degree of $\varphi$. For functions of degree 1 (that is, constants and the function $x+1$ ) the theorem is trivial. Assume now that $\varphi$ is of degree $m$. It results from functions of lower degrees, $\varphi_{1}, \ldots, \varphi_{k}$, through the operations of substitution or recursive definition. Since by the induction hypothesis everything has already been proved for $\varphi_{1}, \ldots, \varphi_{k}$, there are corresponding RELATION signs, $r_{1}, \ldots, r_{k}$, such that (3) and (4) hold. The processes of definition by which $\varphi$ results from $\varphi_{1}, \ldots, \varphi_{k}$ (substitution and recursive definition) can both be formally reproduced in the system $P$. If this is done, a new relation sign $r$ is obtained from $r_{1}, \ldots, r_{k},{ }^{41}$ and, using the induction hypothesis, we can prove without difficulty that (3) and (4) hold for it. A relation sign $r$ assigned to a recursive relation ${ }^{42}$ by this procedure will be said to be recursive.

We now come to the goal of our discussions. Let $\kappa$ be any class of formulas. We denote by $\mathrm{Flg}(\kappa)$ (the set of consequences of $\kappa$ ) the smallest set of pormulas that contains all formulas of $\kappa$ and all axions and is closed under the relation "mmediATE CONSEQUENCE". $\kappa$ is said to be $\omega$-consistent if there is no CLASS SIGN $a$ such that

$$
(n)\left[S b\left(a_{z(n)}^{v}\right) \varepsilon \mathrm{Flg}(\kappa)\right] \&[\operatorname{Neg}(v \operatorname{Gen} a)] \varepsilon \mathrm{Flg}(\kappa),
$$

where $v$ is the free variable of the Class sign $a$.
Every $\omega$-consistent system, of course, is consistent. As will be shown later, however, the converse does not hold.

The general result about the existence of undecidable propositions reads as follows :
Theorem VI. For every $\omega$-consistent recursive class $\kappa$ of Fonmulas there are recursive Class signs $r$ such that neither $v$ Gen $r$ nor $\operatorname{Neg}(v \operatorname{Gen} r$ ) belongs to $\operatorname{Flg}(\kappa)$ (where $v$ is the free variable of $r$ ).

Proof. Let $\kappa$ be any recursive $\omega$-consistent class of Formulas. We define

$$
\begin{gather*}
B w_{\kappa}(x) \equiv(n)[n \leqq l(x) \rightarrow A x(n G l x) \vee(n G l x) \varepsilon \kappa \vee \\
(E p, q)\{0<p, q<n \& F l(n G l x, p G l x, q G l x)\}] \& l(x)>0 \tag{5}
\end{gather*}
$$

[^4](see the analogous notion 44),
\[

$$
\begin{gather*}
x B_{\kappa} y \equiv B w_{\kappa}(x) \&[l(x)] G l x=  \tag{6}\\
\operatorname{Bew}_{\kappa}(x) \equiv(E y) y B_{\kappa} x \tag{6.1}
\end{gather*}
$$
\]

(see the analogous notions 45 and 46).
We obviously have

$$
\begin{equation*}
(x)\left[\operatorname{Bew}_{\kappa}(x) \sim x \varepsilon \operatorname{Flg}(\kappa)\right] \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
(x)\left[\operatorname{Bew}(x) \rightarrow \operatorname{Bew}_{\kappa}(x)\right] . \tag{8}
\end{equation*}
$$

We now define the relation

$$
\begin{equation*}
Q(x, y) \equiv \overline{x B_{\kappa}\left[S b\left(y_{Z(y)}^{19}\right)\right]} . \tag{8.1}
\end{equation*}
$$

Since $x B_{\kappa} y$ (by (6) and (5)) and $S b\left(y_{Z(y)}^{19}\right)$ (by Definitions 17 and 31) are recursine, so is $Q(x, y)$. Therefore, by Theorem V and (8) there is a Relation sign $q$ (with the free variables 17 and 19) such that

$$
\begin{equation*}
\left.\overline{x B_{\kappa}\left[S b\left(y_{Z(y)}^{19}\right)\right]} \rightarrow \operatorname{Bew}_{\kappa}\left[S b\left(q_{Z(x)}^{17}\right)_{Z(y)}^{19}\right)\right], \tag{9}
\end{equation*}
$$

and

$$
\begin{equation*}
x B_{\kappa}\left[S b\left(y_{Z(y)}^{19}\right)\right] \rightarrow \operatorname{Be}_{\kappa}\left[\operatorname{Neg}\left(S b\left(q_{Z(x)}^{17} \frac{19}{Z(y)}\right)\right)\right] . \tag{10}
\end{equation*}
$$

We put

$$
\begin{equation*}
p=17 \mathrm{Gen} q \tag{11}
\end{equation*}
$$

( $p$ is a class sign with the free variable 19) and

$$
\begin{equation*}
r=S b\left(q_{Z(p)}^{19}\right) \tag{12}
\end{equation*}
$$

( $r$ is a recursive Class SIGN ${ }^{43}$ with the free variable 17).
Then we have

$$
\begin{equation*}
S b\left(p_{Z(p)}^{19}\right)=S b\left([17 \operatorname{Gen} q]_{Z(p)}^{19}\right)=17 \operatorname{Gen} S b\left(q_{Z(p)}^{19}\right)=17 \operatorname{Gen} r \tag{13}
\end{equation*}
$$

(by (11) and (12)); ${ }^{44}$ furthermore

$$
\begin{equation*}
S b\left(q_{Z(x)}^{17} \frac{19}{Z(p)}\right)=S b\left(r_{Z(x)}^{17}\right) \tag{14}
\end{equation*}
$$

(by (12)). If we now substitute $p$ for $y$ in (9) and (10) and take (13) and (14) into account, we obtain

$$
\begin{gather*}
\overline{x B_{\kappa}(17 \operatorname{Gen} r)} \rightarrow \operatorname{Bew}_{\kappa}\left[\operatorname{Sb}\left(r_{Z(x)}^{17}\right)\right],  \tag{15}\\
x B_{\kappa}(17 \operatorname{Gen} r) \rightarrow \operatorname{Bew}_{\kappa}\left[\operatorname{Neg}\left(\operatorname{Sb}\left(r_{Z(x)}^{17}\right)\right)\right] . \tag{16}
\end{gather*}
$$

[189]
This yields:

1. 17 Gen $r$ is not $\kappa$-provable. ${ }^{45}$ For, if it were, there would (by (6.1)) be an $n$ such
${ }^{43}$ Since $r$ is obtained from the recursive Relation Sign $q$ through the replacement of a variably: by a definite nuinber, $p$. [Precisely stated the final part of this footnote (which refers to a side remark unnecessary for the proof) would read thus: "replacement of a variable by the numeral for p.'’]
${ }^{44}$ The operations Gen and $S b$, of course, can always be interchanged in case they refer to different variables.
${ }^{45} \mathrm{By}$ " $x$ is $\kappa$-provable" we mean $x \varepsilon \mathrm{Flg}(\kappa)$, which, by (7), means the same thing as Dew $(x)$.
that $n B_{x}(17$ Gen $r)$. Hence by (16) we would have $\operatorname{Bew}_{\kappa}\left[\operatorname{Neg}\left(S b\left(r_{Z(n)}^{17}\right)\right)\right]$, while, on the other hand, from the $\kappa$-provabidity of 17 Gen $r$ that of $S b\left(r_{Z(n)}^{17}\right)$ follows. Hence, $\kappa$ would be inconsistent (and a fortiori $\omega$-inconsistent).
2. Neg(17 Gen $r$ ) is not $\kappa$-provable. Proof: As has just been proved, 17 Gen $r$ is not $\kappa$-provable; that is (by (6.1)), $(n) \overline{n B_{k}(17 \mathrm{Gen} r)}$ holds. From this, (n) Bew $_{x}\left[S b\left(r_{Z(n)}^{17}\right)\right]$ follows by (15), and that, in conjunction with $\mathrm{Bew}_{\kappa}[\mathrm{Neg}(17 \mathrm{Gen} r)]$, is incompatible with the $\omega$-consistency of $\kappa$.

17 Gen $r$ is therefore undecidable on the basis of $k$, which proves Theorem VI.
We can readily see that the proof just given is constructive; ${ }^{45 a}$ that is, the following has been proved in an intuitionistically unobjectionable manner: Let an arbitrary recursively defined class $\kappa$ of fonmulas be given. Then, if a formal decision (on the basis of $\kappa$ ) of the sentential formuta 17 Gen $r$ (which [for each $\kappa$ ] can actually be exhibited) is presented to us, we can actually give

1. A proof of $\operatorname{Neg}(17 \mathrm{Gen} r)$;
2. For any given $n$, a Proof of $S b\left(r_{Z(n)}^{17}\right)$.

That is, a formal decision of $17 \mathrm{Gen} r$ would have the consequence that we could actually exhibit an $\omega$-inçonsistency.

We shall say that a relation between (or a class of) natural numbers $R\left(x_{1}, \ldots, x_{n}\right)$ is decidable [entscheidungsdefinit] if there exists an $n$-place relarion sign $r$ such that (3) and (4) (see Theorem V) hold. In particular, therefore, by Theorem V every recursive relation is decidable. Similarly, a relation sagn will be said to be decidable if it corresponds in this way to a decidable relation. Now it suffices for the existence of undecidable propositions that the class $\kappa$ be $\omega$-consistent and decidable. For the decidability carries over from $\kappa$ to $x B_{\kappa} y$ (see (5) and (6)) and to $Q(x, y)$ (see (8.1)), and only this was used in the proof given above. In this case the undecidablo proposition has the form $v$ Gen $r$, where $r$ is a decidable class sIgn. (Note that it even suffices that $\kappa$ be decidable in the system enlarged by $\kappa$.)

If, instead of assuming that $\kappa$ is $\omega$-consistent, we assume only that it is consistent, then, although the existence of an undecidable proposition does not follow [by the argument given above], it does follow that there exists a property $(r)$ for which it is possible neither to give a counterexample nor to prove that it holds of all numbers. For in the proof that 17 Gen $r$ is not $\kappa$-provable only the consistency of $\kappa$ was used (see p. 608). Moreover from $\overline{\mathrm{Bew}_{\kappa}}(17 \mathrm{Gen} r$ ) it follows by (15) that, for every number $x, S b\left(r_{Z(x)}^{17}\right)$ is $\kappa$-Provable and conscquently that $\operatorname{Neg}\left(S b\left(r_{Z(x)}^{17}\right)\right)$ is not $\kappa$-Provable for any number.

If we adjoin Neg(17Gen $r$ ) to $\kappa$, we obtain a class of formulas $\kappa^{\prime}$ that is consistent but not $\omega$-consistent. $\kappa^{\prime}$ is consistent, since otherwise $17 \mathrm{Gen} r$ would be $\kappa$-provable. However, $\kappa^{\prime}$ is not $\omega$-consistent, because, by $\overline{\mathrm{Bew}_{\kappa}}(17 \mathrm{Gen} r$ ) and (15), $(x) \mathrm{Bew}_{\kappa} S b\left(r_{Z(x)}^{17}\right)$ and, a fortiori, $(x) \mathrm{Bew}_{\kappa^{\prime}} S b\left(r_{Z(x)}^{17}\right)$ hold, while on the other hand, of course, $\mathrm{Bew}_{\kappa}$, $[\mathrm{Neg}(17$ Gen $r)]$ holds. ${ }^{46}$

We have a special casc of Theorem VI when the class $\kappa$ consists of a finite number of formulas (and, if we so desire, of those resulting from them by type elevation).

[^5]Every finite class $\kappa$ is, of course, recursive. ${ }^{46 a}$ Let $a$ be the greatest number contained in $\kappa$. Then we have for $\kappa$

$$
x \varepsilon \kappa \sim(E n, n)[m \leqq x \& n \leqq a \& n \varepsilon \kappa \& x=m \text { Th } n] .
$$

Hence $\kappa$ is recursive. This allows us to conclude, for example, that, even with the help of the axiom of choice (for all types) or the generalized continuum hypothesis, not all propositions are decidable, provided these hypotheses are $\omega$-consistent.

In the proof of Theorem VI no properties of the system $P$ were used besides the following:

1. The class of axioms and the rules of inference (that is, the relation "immediate consequence") are recursively definable (as soon as we replace the primitive signs in some way by natural numbers) ;
2. Every recursive relation is definable (in the sense of Theorem V) in the system $P$.

Therefore, in every formal system that satisfies the assumptions 1 and 2 and is $\omega$-consistent there are undecidable propositions of the form $(x) F(x)$, where $F$ is a recursively defined property of natural numbers, and likewise in every extension of such a system by a recursively definable $\omega$-consistent class of axioms. As can easily be verified, included among the systems satisfying the assumptions 1 and 2 are the Zermelo-Fraenkel and the von Neumann axiom systems of set theory, ${ }^{47}$ as well as the axiom system of number theory consisting of the Peano axioms, recursive definition (by schema (2)), and the rules of logic. ${ }^{48}$ Assumption 1 is satisfied by any system that has the usual rules of inference and whose axioms (like those of $P$ ) result from a finite number of schemata by substitution. ${ }^{48 a}$

## 3

We shall now deduce some consequences from Theorem VI, and to this end we give the following definition:

A relation (class) is said to be arithmetic if it can be defined in terms of the notions + and . (addition and multiplication for natural numbers) ${ }^{49}$ and the logical constants $\vee,-,(x)$, and $=$, where $(x)$ and $=$ apply to natural numbers only. ${ }^{50}$ The notion "arithmetic proposition" is defined accordingly. The relations "greater than" and "congruent modulo $n$ ", for example, are arithmetic because we have

$$
\begin{gathered}
x>y \sim \overline{(E z)}[y=x+z] \\
x \equiv y(\bmod n) \sim(E z)[x=y+z \cdot n \vee y=x+z . n] .
\end{gathered}
$$

${ }^{463}$ [On page 100 , lines 21,22 , and 23 , of the German text the three occurrences of $a$ are mis. prints and should be replaced by occurrences of $\kappa$.]
${ }^{47}$ The proof of assumption 1 turns out to be even simpler here than for the system $P$, since there is just one kind of primitive variables (or two in von Neumann's system).
${ }^{48}$ See Problem III in Hilbert 1928 a.
${ }^{48 \mathrm{a}}$ As will be shown in Part II of this paper, the true reason for the incompleteness inherent in all formal systems of mathematics is that the formation of ever higher types can be continued into the transfinite (see Hilbert 1925 , p. 184 [above, p. 387]), while in any formal system at most denumerably many of them are available. For it can be shown that the undecidable propositions constructed here become decidable whenever appropriate higher types are added (for examph, the type $\omega$ to the system $P$ ). An analogous situation prevails for the axiom system of set theory.
${ }^{49}$ Here and in what follows, zero is always included among the natural numbers.
${ }^{50}$ The definiens of such a notion, therefore, must consist exclusively of the signs listed, variahbas for natural numbers, $x, y, \ldots$, and the signs 0 and 1 (variables for functions and sets are nut permitted to occur). Instead of $x$ any other number variable, of course, may occur in the prefixes.

We now have
Theorem VII. Every recursive relation is arithmetic.
We shall prove the following version of this theorm: every relation of the form $x_{0}=\varphi\left(x_{1}, \ldots, x_{n}\right)$, where $\varphi$ is recursive, is arithmctic, and we shall usc induction on the degree of $\varphi$. Let $\varphi$ be of degree $s(s>1)$. Then we have either

1. $\varphi\left(x_{1}, \ldots, x_{n}\right)==\rho\left[\chi_{1}\left(x_{1}, \ldots, x_{n}\right), \chi_{2}\left(x_{1}, \ldots, x_{n}\right), \ldots, \chi_{m}\left(x_{1}, \ldots, x_{n}\right)\right]^{51}$
(where $\rho$ and all $\chi_{1}$ are of degrees less than $s$ ) or

$$
\text { 2. } \begin{aligned}
\varphi\left(0, x_{2}, \ldots, x_{n}\right) & =\psi\left(x_{2}, \ldots, x_{n}\right), \\
\varphi\left(k+1, x_{2}, \ldots, x_{n}\right) & =\mu\left[k, \varphi\left(k, x_{2}, \ldots, x_{n}\right), x_{2}, \ldots, x_{n}\right]
\end{aligned}
$$

(where $\psi$ and $\mu$ are of degrees less than $s$ ).
In the first case we have

$$
\begin{aligned}
x_{0}= & \varphi\left(x_{1}, \ldots, x_{n}\right) \sim\left(E y_{1}, \ldots, y_{m}\right)\left[R\left(x_{0}, y_{1}, \ldots, y_{n}\right) \&\right. \\
& \left.S_{1}\left(y_{1}, x_{1}, \ldots, x_{n}\right) \& \ldots \& S_{m}\left(y_{m}, x_{1}, \ldots, x_{n}\right)\right],
\end{aligned}
$$

where $R$ and $S_{\mathrm{i}}$ are the arithmotic relations, existing by the induction hypothesis, that are equivalent to $x_{0}=\rho\left(y_{1}, \ldots, y_{m}\right)$ and $y=\chi_{i}\left(x_{1}, \ldots, x_{n}\right)$, respectively. Hence in this case $x_{0}=\varphi\left(x_{1}, \ldots, x_{n}\right)$ is arithmetic.
In the second case we use the following method. We can express the relation $x_{0}=\varphi\left(x_{1}, \ldots, x_{n}\right)$ with the help of the notion "sequence of numbers" $(f)^{52}$ in the following way:

$$
\begin{aligned}
& x_{0}=\varphi\left(x_{1}, \ldots, x_{n}\right) \sim(E f)\left\{f_{0}==\psi\left(x_{2}, \ldots, x_{n}\right) \&(k)\left[k<x_{1} \rightarrow\right.\right. \\
& f_{k+1}\left.\left.=\mu\left(k, f_{k}, x_{2}, \ldots, x_{n}\right)\right] \& x_{0}=f_{x_{1}}\right\} .
\end{aligned}
$$

If $S\left(y, x_{2}, \ldots, x_{n}\right)$ and $T\left(z, x_{1}, \ldots, x_{n+1}\right)$ are the arithmetic relations, existing by the induction hypothesis, that are equivalent to $y=\psi\left(x_{2}, \ldots, x_{n}\right)$ and $z=\mu\left(x_{1}, \ldots\right.$, $x_{n+1}$ ), respectively, then

$$
\begin{align*}
x_{0}=\varphi\left(x_{1}, \ldots, x_{n}\right) \sim(E f)\left\{S \left(f_{0}, x_{2}, \ldots,\right.\right. & \left.x_{n}\right) \&(k)\left[k<x_{1} \rightarrow\right. \\
& \left.\left.T^{\prime}\left(f_{k+1}, k, f_{k}, x_{2}, \ldots, x_{n}\right)\right] \& x_{0}=f_{\left.x_{1}\right\}}\right\} . \tag{17}
\end{align*}
$$

We now replace the notion "sequence of numbers" by "pair of numbers", assigning to the number pair $n, d$ the number sequence $f^{(n, d)}\left(f_{k}^{(n, d)}=[n]_{1+(k+1) d}\right)$, where $[n]_{p}$ denotes the least nonnegative remainder of $n$ modulo $p$.

We then have
Lemmal. If $f$ is any sequence of natural numbers and $k$ any natural number, there exists a pair of natural numbers, $n, d$ such that $f^{(n, d)}$ and $f$ agree in the first $k$ terms.

Proof. Let $l$ be the maximum of the numbers $k, f_{0}, f_{1}, \ldots, f_{k-1}$. Let us determine an $n$ such that

$$
n \equiv f_{i}[\bmod (1+(i+1)!!)] \text { for } i=0,1, \ldots, k-1
$$

which is possible, since any two of the numbers $1+(i+1)!!(i=0,1, \ldots, k-1)$

[^6]are relatively prime. For a prime number contained in two of these numbers would also be contained in the difference $\left(i_{1}-i_{2}\right) l$ ! and therefore, since $\left|i_{1}-i_{2}\right|<l$, in $l$ !; but this is impossible. The number pair $n, l!$ then has the desired property.

Since the relation $x=[n]_{p}$ is defined by

$$
x \equiv n(\bmod p) \& x<p
$$

and is therefore arithmetic, the relation $P\left(x_{0}, x_{1}, \ldots, x_{n}\right)$, defined as follows:

$$
\begin{aligned}
& P\left(x_{0}, \ldots, x_{n}\right) \equiv(E n, d)\left\{S ( [ n ] _ { d + 1 } , x _ { 2 } , \ldots , x _ { n } ) \& ( k ) \left[k<x_{1} \rightarrow\right.\right. \\
& \\
& \left.\left.T\left([n]_{1+d(k+2)}, k,[n]_{1+d(k+1)}, x_{2}, \ldots, x_{n}\right)\right] \& x_{0}=[n]_{1+d\left(x_{1}+1\right)}\right\}
\end{aligned}
$$

is also arithmetic. But by (17) and Lemma 1 it is equivalent to $x_{0}=\varphi\left(x_{1}, \ldots, x_{n}\right)$ (the scquence $f$ enters in (17) only through its first $x_{1}+1$ terms). Theorem VII is thus proved.

By Theorem VII, for every problem of the form $(x) F(x)$ (with recursive $F$ ) there is an equivalent arithmetic problem. Moreover, since the entire proof of Theorem VII (for every particular $F$ ) can be formalized in the system $P$, this equivalence is provable in $P$. Hence we have

Theorem VIII. In any of the formal systems mentioned in Theorem VI ${ }^{53}$ there are undecidable arithmetic propositions.

By the remark on page 610, the same holds for the axiom system of set theory and its extensions by $\omega$-consistent recursive classes of axioms.

Finally, we derive the following result:
Theorem IX. In any of the formal systems mentioned in Theorem VI ${ }^{53}$ there are undecidable problems of the restricted funciional calculus ${ }^{54}$ (that is, formulas of the restricted functional calculus for which neither validity nor the existence of a counterexample is provable). ${ }^{55}$

This is a consequence of
Theorem X. Every problem of the form $(x) F(x)$ (with recursive $F$ ) can be reduced to the question whether a certain formula of the restricted functional-calculus is sulisfable (that is, for every recursive $l^{h}$ we can find a formula of the restricted functional calculus that is satisfiable if and only if $(x) F(x)$ is true.

By formulas of the restricted functional calculus (r.f.c.) we understand expres. sions formed from the primitive signs - $V,(x),=, x, y, \ldots$ (individual variables), $F(x), G(x, y), H(x, y, z), \ldots$ (predicate and relation variables), where $(x)$ and $=$ apply to individuals only. ${ }^{56}$ To these signs we add a third kind of variables, $\varphi(x), \psi(x, y)$,

[^7]$\kappa(x, y, z)$, and so on, which stand for object-functions[Gegenstandsfunktionen] (that is, $\varphi(x), \psi(x, y)$, and so on denote single-valued functions whose arguments and values are individuals) ${ }^{57}$ A formula that contains variables of the thind kind in addition to the signs of the r.f.c.first mentioned will be called a formula in the extended sense (i. e. s.). ${ }^{58}$ The notions "satisfiable" and "valid" carry over immodiately to formulas i.e.s., and we have the theorem that, for any formula $A$ i. e. s., we can find a formula $B$ of the r. f. c. proper such that $A$ is satisfiable if and only if $B$ is. We obtain $B$ from $A$ by replacing the variables of the third kind, $\varphi(x), \psi(x, y), \ldots$, that occur in $A$ with expressions of the form $(z z) F(z, x),(z z) G(z, x, y), \ldots$, by climinating the "descriptive" functions by the method used in PM ( $\mathrm{I}, * 14$ ), and by logically multiplying ${ }^{59}$ the formula thus obtained by an expression stating about each $F, G, \ldots$ put in place of some $\varphi, \psi, \ldots$ that it holds for a unique value of the first argument [for any choice of values for the other arguments].
We now show that, for every problem of the form $(x) F(x)$ (with recursive $F$ ), there is an equivalent problem concerning the satisfiability of a formula i. e. s., so that, on account of the remark just made, Theorem X follows.

Since $F$ is recursive, there is a recursive function $\Phi(x)$ such that $F(x) \sim[\Phi(x)=0]$, and for $\Phi$ there is sequence of functions, $\Phi_{1}, \Phi_{2}, \ldots, \Phi_{n}$, such that $\Phi_{n}=\Phi, \Phi_{1}(x)$ $=x+1$, and for every $\Phi_{k}(1<k \leqq n)$ we have either

$$
\text { 1. } \begin{align*}
\left(x_{2}, \ldots, x_{m}\right)\left[\Phi_{k}\left(0, x_{2}, \ldots, x_{m}\right)\right. & \left.=\Phi_{p}\left(x_{2}, \ldots, x_{m}\right)\right] \\
\left(x, x_{2}, \ldots, x_{m}\right)\left\{\Phi_{k k}\left[\Phi_{1}(x), x_{2}, \ldots, x_{m}\right]\right. & \left.=\Phi_{q}\left[x, \Phi_{k}\left(x, x_{2}, \ldots, x_{m}\right), x_{2}, \ldots, x_{m}\right]\right\}  \tag{1.8}\\
\text { with } p, q & <k, k_{2}^{59}
\end{align*}
$$

or
2.

$$
\begin{equation*}
\left(x_{1}, \ldots, x_{n}\right)\left[\Phi_{k}\left(x_{1}, \ldots, x_{m}\right)=\Phi_{r}\left(\Phi_{i_{1}}\left(\mathfrak{z}_{1}\right), \ldots, \Phi_{i_{s}}\left(\mathfrak{y}_{s}\right)\right)\right], 60 \tag{19}
\end{equation*}
$$

or
3. $\left(x_{1}, \ldots, x_{m}\right)\left[\Phi_{k}\left(x_{1}, \ldots, x_{m}\right)=\Phi_{1}\left(\Phi_{1}, \ldots, \Phi_{1}(0)\right)\right]$.

We then form the propositions

$$
\begin{gather*}
(x) \overline{\Phi_{1}(x)=0} \&(x, y)\left[\Phi_{1}(x)=\Phi_{1}(y) \rightarrow x=y\right],  \tag{21}\\
(x)\left[\Phi_{n}(x)=0\right] . \tag{22}
\end{gather*}
$$

In all of the formulas (18), (19), (20) (for $k=2,3, \ldots, n$ ) and in (21) and (22) we now replace the functions $\Phi_{i}$ by function variables $\varphi_{i}$ and the number 0 by an
${ }^{57}$ Moreover, the domain of definition is always supposed to be the entire domain of individuals.
${ }^{\text {sa }}$ Variables of the third kind may occur at all argument places occupied by individual variables, for example, $y=\varphi(x), F^{\prime}(x, \varphi(y)), G(\psi(x, \varphi(y)), x)$, and the like.
${ }^{59}$ That is, by forming the conjunction.
${ }^{59}$ [The last clause of footnote 27 was not taken into account in the formulas (18). But an explicit formulation of the cases with fewer variables on the right side is actually necessary here for the formal correctness of the proof, unless the identity function, $I(x)=x$, is added to the initial functions.]
${ }^{60}$ The $⿷_{i}(i=1, \ldots, s)$ stand for finite sequences of the variables $x_{1}, x_{2}, \ldots, x_{m}$; for example, $x_{1}, x_{3}, x_{2}$.
individual variable $x_{0}$ not used so far, and we form the conjunction $C$ of all the formulas thus obtaincd.

The formula $\left(E x_{0}\right) C$ then has the required property, that is,

1. If $(x)[\Phi(x)=0]$ holds, $\left(E x_{0}\right) C$ is satisfiable. For the functions $\Phi_{1}, \Phi_{2}, \ldots, \Phi_{n}$ obviously yicld a true proposition when substituted for $\varphi_{1}, \varphi_{2}, \ldots, \varphi_{n}$ in $\left.\left(E x_{0}\right) C\right)$;
2. If $\left(E x_{0}\right) C$ is satisfiable, $(x)[\Phi(x)=0]$ holds.

Proof. Let $\psi_{1}, \psi_{2}, \ldots, \psi_{n}$ be the functions (which exist by assumption) that yield a true proposition when substituted for $\varphi_{1}, \varphi_{2}, \ldots, \varphi_{n}$ in $\left(E x_{0}\right) C$. Let $\mathfrak{F}$ be their domain of individuals. Since $\left(E x_{0}\right) C$ holds for the functions $\psi_{i}$, there is an individual $a$ (in $\mathfrak{\Im}$ ) such that all of the formulas (18)-(22) go over into true propositions, (18')-(22'), when the $\Phi_{i}$ are replaced by the $\psi_{i}$ and 0 by $a$. We now form the smallest subclass of $\mathfrak{\Im}$ that contains $a$ and is closed under the operation $\psi_{1}(x)$. This subelass ( $\widetilde{v}^{\prime}$ ) has the property that every function $\psi_{i}$, when applied to elements of $\widetilde{v}^{\prime}$, again yields elements of $\Im^{\prime}$. For this holds of $\psi_{1}$ by the definition of $\Im^{\prime}$, and by $\left(18^{\prime}\right)$, $\left(19^{\prime}\right)$, and $\left(20^{\prime}\right)$ it carries over from $\psi_{i}$ with smaller subscripts to $\psi_{i}$ with larger ones. The functions that result from the $\psi_{i}$ when these are restricted to the domain $\Im^{\prime}$ of individuals will be denoted by $\psi_{i}^{\prime}$. All of the formulas (18)-(22) hold for these functions also (when we replace 0 by $a$ and $\Phi_{i}$ by $\psi_{i}^{\prime}$ ).

Because (21) holds for $\psi_{1}^{\prime}$ and $a$, we can map the individuals of $\Im^{\prime}$ one-to-one onto the natural numbers in such a manner that a goes over into 0 and the function $\psi_{1}^{\prime}$ into the successor function $\Phi_{1}$. But by this mapping the functions $\psi_{i}^{\prime}$ go over into the functions $\Phi_{i}$, and, since (22) holds for $\psi_{n}^{\prime}$ and $a,(x)\left[\Phi_{n}(x)=0\right]$, that is, $(x)[\Phi(x)=0]$, holds, which was to be proved. ${ }^{61}$

Since (for each particular $F$ ) the argument leading to Theorem X can be carried out in the system $P$, it follows that any proposition of the form $(x) F(x)$ (with recursive $F$ ) can in $P$ be proved equivalent to the proposition that states about the corresponding formula of the r.f.c. that it is satisfiable. Hence the undecidability of one implies that of the other, which proves Theorem IX. ${ }^{62}$

The results of Section 2 have a surprising consequence concerning a consistency proof for the system $P$ (and its extensions), which can be stated as follows:

Theorem XI. Let $\kappa$ be any recursive consistent ${ }^{63}$ class of formulas; then the sentential formula stating that $\kappa$ is consistent is not $\kappa$-provable; in particular, the consistency of $P$ is not provable in $P,{ }^{64}$ provided $P$ is consistent (in the opposite case, of course, every proposition is provable [in P]).

The proof (briefly outlined) is as follows. Let $\kappa$ be some recursive class of formulas chosen once and for all for the following discussion (in the simplest case it is the

[^8]empty class). As appears from 1 , page 60S, only the consistency of $\kappa$ was used in proving that $17 \mathrm{Gen} r$ is not $\kappa$-Provable; ${ }^{65}$ that is, we have
\[

$$
\begin{equation*}
\operatorname{Wid}(\kappa) \rightarrow \overline{\operatorname{Bew}_{\kappa}}(17 \operatorname{Gen} r), \tag{23}
\end{equation*}
$$

\]

that is, by (6.1),

$$
\operatorname{Wid}(\kappa) \rightarrow(x) \overline{x B_{\kappa}(17 \mathrm{Gen} r)}
$$

By (13), we have

$$
17 \operatorname{Gen} r=\operatorname{Sb}\left(p_{Z(p)}^{19}\right)
$$

hence

$$
\text { Wid. }(\kappa) \rightarrow(x) \overline{x B_{\kappa} S b\left(p\left(p_{Z(p)}^{19}\right)\right.},
$$

that is, by (8.1),

$$
\begin{equation*}
\operatorname{Wid}(\kappa) \rightarrow(x) Q(x), p) \tag{24}
\end{equation*}
$$

We now observe the following: all notions defined (or statements proved) in Section $2,{ }^{66}$ and in Section 4 up to this point, are also expressible (or provable) in $P$. For throughout we have used only the methods of definition and proof that are customary in classical mathematics, as they are formalized in the system $P$. In particular, $\kappa$ (like every recursive class) is definable in $P$. Let $w$ be the sentenvial formula by which Wid $(k)$ is expressed in $P$. According to (8.1), (9), and (10), the relation $Q(x, y)$ is expressed by the felation sign $q$, hence $Q(x, p)$ by $r$ (since, by (12), $\left.r=S b\left(q_{Z(p)}^{19}\right)\right)$, and the proposition $(x) Q(x p)$ by 17 Gen $r$.

Therefore, by (24), $w \operatorname{Imp}\left(17 \mathrm{Gen} r\right.$ ) is provable in $P^{67}$ (and a fortiori $\kappa$-Provable). If now $w$ were $\kappa$-provable, then 17 Gen $r$ would also be $\kappa$-provable, and from this it would follow, by (23), that $\kappa$ is not consistent.

Let us observe that this proof, too, is constructive ; that is, it allows us to actually derive a contradiction from $\kappa$, once a PROOF of $w$ from $\kappa$ is given. The entire proof of Theorem XI carries over word for word to the axiom system of set theory, $M$, and to that of classical mathematics, ${ }^{68} \mathrm{~A}$, and here, too, it yields the result: There is no consistency proof for $M$, or for $A$, that could be formalized in $M$, or $A$, respectively, provided $M$, or $A$, is consistent. I wish to note expressly that Theorem XI (and the corresponding results for $M$ and $A$ ) do not contradict Hilbert's formalistic viewpoint. For this viewpoint presupposes only the existence of a consistency proof in which nothing but finitary means of proof is used, and it is conceivable that there exist finitary proofs that cannot be expressed in the formalism of $P$ (or of $M$ or $A$ ).

Since, for any consistent class $\kappa, w$ is not $\kappa$-PROVABLE, there always are propositions (namely $w$ ) that are undecidable (on the basis of $\kappa$ ) as soon as $\operatorname{Neg}(w)$ is not $\kappa$-Provable; in other words, we can, in Theorem VI, replace the assumption of $\omega$-consistency by the following: The proposition " $\kappa$ is inconsistent" is not $\kappa$-Provable. (Note that there are consistent $\kappa$ for which this proposition is $\kappa$-provable.)

[^9]In the present paper we have on the whole restricted ourselves to the sytem $f$. and we have only indicated the applications to other systems. The results will bee stated and proved in full generality in a sequel to be published soon. ${ }^{68 \text { a }}$ In that parer. also, the proof of Theorem XI, only sketched here, will be given in detail.

Note added 28 August 1963. In consequence of later advances, in particular of the fact that due to A. M. Turing's work ${ }^{69}$ a precise and unquestionably adequas. definition of the general notion of formal system $^{70}$ can now be given, a completely general version of Theorems VI and XI is now possible. That is, it can be proved rigorously that in every consistent formal system that contains a certain amount of finitary number theory there exist undecidable arithmetic propositions and that. moreover, the consistency of any such system cannot be proved in the system.
${ }^{68 a}$ [This explains the "I" in the title of the paper. The author's intention was to publish th:s sequel in the next volume of the Monatshefte. The prompt acceptance of his results was one of he reasons that made him change his plan.].
${ }^{69}$ See Turing 1937, p. 249.
${ }^{70}$ In my opinion the term "formal system" or "formalism" should never be used for anything. but this notion. In a lecture at Princeton (mentioned in Princeton University 1916, p. 11 wan Davis 190.5, pp. 84-881) I suggested certain transfinite generalizations of formalisms, but thew are something radically different from formal systems in the proper sense of the term, whow characteristic property is that reasoning in them, in principle, can be completely replaced th: mechanical devices.

## ON COMPLETENESS AND CONSISTENCY <br> (1931a)

Let $Z$ be the formal system that we obtain by supplementing the Peano axiom with the schema of definition by recursion (on one variable) and the logical rules of the restricted functional calculus. Hence $Z$ is to contain no variables other than variables for individuals (that is, natural numbers), and the principle of mathematica! induction must therefore be formulated as a rule of inference. Then the followins hold:

1. Given any formal system $S$ in which there are finitely many axioms and in which the sole principles of inference are the rule of substitution and the rule af implication, if $S$ contains ${ }^{1} Z, S$ is incomplete, that is, there are in $S$ propositions (in
[^10]Notes

Chaper l: Introduction

1. Ladriere, Limitations internes des formalismes, which is out of print. It includes a summary of mathematical results which point to limitations in deductive systems, and a chapter concerned with the problem of "capturing" mathematical intuition in a formal system.
2. Nagel and Newman, Gödel's Proof. This work includes some introductory material on the mathematical problems to which Godel addressed himself.

Chapter 2: An exposition of Gödel's Theorem

1. This is Gödel's original paper. Two English translations are available. One is by Meltzer and is published alone in a volume. Another is included in van Heijenoort's, anthology, From Frese to Godel.
2. The definition appears in the original on pages 179 and 180. What Godel calls a recursive function is called a primitive recursive function today.
3. A number theoretic function is one from the natural numbers to the natural numbers.
4. Hatcher, in Poundations of Mathematics, requires a projection function as primitive, in addition to these two. Whether Gödel implicitly requires this function $I$ do not know.
5. This is the Fundamental Theorem of Arithmetic. Proofs are available in many places. For one, see Herstein , I.N., Topics in Algebra, Blaisdell Publishing Co., Waltham, Mass., 1964, p.19.
6. Nagel and Newman use a different numbering technique based on a slightly different system.
7. See van Heijenoort for a reprint of Peano's paper.
8. Implication, equivalence, etc., are defined in the usual manner based on the primitive notions.
9. Subst $\binom{v}{c}$ means substituting $c$ for the variable $v$ in $a$.
10. A relation is recursive if there exists a recursive function satisfied by the members of the relation.
11. Gothic letters represent n-tuples of variables.
12. Other developments of Gödel's Theorem do not require $\omega$-consistency. See Rosser, 1939.
13. Tarski has exhibited a system which has been shown to be simply consistent, but not $\omega$-consistent. See Rosser, 1939.

Chapter 3: On Richard and Gödel

1. The paper is reprinted in van Heijenoort.
2. p. 63.
3. The version of Richard's Paradox given by Nagel and Newman is, of course, not the one originally given. R's work concerns set membership, whereas $N \& \mathbb{N}$ involve predication of properties to individual numbers. The two are possibly reconcilable.

Chapter 4: An Extension to Ordinary Language

1. The paradox is developed in an unpublished paper of John Post, at Vanderbilt. The contradiction comes When acceptance of the original proposition entails a sentence which is necessarily true, and therefore not either possibly false, or neither true nor false.
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[^0]:    ${ }^{1}$ See a summary of the results of the present paper in Cödel 19300.
    ${ }^{2}$ Whitehead and Russell 1925. Among the axioms of the system $P M$ we include also the axiom of infinity (in this version: there are exactly denumerable many individuals), the axiom of reducibility, and the axiom of choice (for all types).
    ${ }^{3}$ See Fraenkel 1927 and con Newman 1925, 1928, and 1929. We note that in order to complete the formalization we must add the axioms and rules of inference of the calculus of logic to the set-theoretic axioms given in the literature cited. The considerations that follow apply also to the formal systems (so far as they are available at present) constructed in recent years by Hilbert and his collaborators. See Hilbert 1922, 1922a, 1927, Bernays 1923, vol Newman 1927, and Ackermann 1921.

[^1]:    ${ }^{11}$ For example, by increasing sum of the finite sequence of integers that is the "class sign", and lexicographically for equal sums.

    11a. The bar denotes negation.
    ${ }^{12}$ Again, there is not the slightest difficulty in actually writing down the formula $S$.
    ${ }^{13}$ Note that " $[R(q) ; q]$ " (or, which means the same, " $[S ; q]$ ") is merely a metamathematical description of the undecidable proposition. But, as soon as the formula $S$ has been obtained, we can, of course, also determine the number $q$ and, therewith, actually write down the undecidable proposition itself. [This makes no difficulty in principle. However, in order not to run into formulas of entirely unmanageable lengths and to avoid practical difficulties in the computation of the number $q$, the construction of the undecidable proposition would have to be slightly modified, unless the technique of abbreviation by definition used throughout in $P M$ is adopted.]
    ${ }^{13 a}$ [The German text reads $\overrightarrow{n \varepsilon K}$, which is a misprint.]
    ${ }^{14}$ Any epistemological antinomy could be used for a similar proof of the existence of undecidable propositions.
    ${ }^{15}$ Contrary to appearances, such a proposition involves no faulty circularity, for initially it [only] asserts that a certain well-defined formula (namely, the one obtained from the $q$ th formula in the lexicographic order by a certain substitution) is unprovable. Only subsequently (and so to speak by chance) does it turn out that this formula is precisely the one by which the proposition itself was expressed.

[^2]:    ${ }^{18}$ The addition of the Peano axioms, as well as all other modifications introduced in the system $P M$, merely serves to simplify the proof and is dispensable in principle.
    ${ }^{17}$ It is assumed that we have denumerably many signs at our disposal for each type of variables.
    ${ }^{18}$ Nonhomogeneous relations, too, can be defined in this manner; for example, a relation between individuals and classes can be defined to be a class of elements of the form $\left(\left(x_{2}\right),\left(\left(x_{1}\right), x_{2}\right)\right)$. Every proposition about relations that is provable in PM is provable also when treated in this manner, as is readily seen.

[^3]:    ${ }^{24}$ The rule of substitution is rendered superfluous by the fact that all possible substitutions have already been carried out in the axioms themselves. (This procedure was used also by von Neumann 1927.)

[^4]:    ${ }^{38}$ The variables $u_{1}, \ldots, u_{n}$ can be chosen arbitrarily. For example, there always is an $r$ with the free variables $17,19,23, \ldots$, and so on, for which (3) and (4) hold.
    ${ }^{39}$ Theorem V, of course, is a consequence of the fact that in the case of a recursive relation $R$ it can, for every $n$-tuple of numbers, be decided on the basis of the axioms of the system $P$ whether the relation $R$ obtains or not.
    ${ }^{40}$ From this it follows at once that the theorem holds for every recursive relation, since any such relation is equivalent to $0=\varphi\left(x_{1}, \ldots, x_{n}\right)$, where $\varphi$ is recursive.
    ${ }^{41}$ When this proof is carried out in detail, $r$, of course, is not defined indirectly with the help of its meaning but in terms of its purely formal structure.
    ${ }^{42}$ Which, therefore, in the usual interpretation expresses the fact that this relation holds.

[^5]:    45a Since all existential statements occurring in the proof are based upon Theorem V, which, as is easily seen, is unobjectionable from the intuitionistic point of view.
    ${ }^{46}$ Of course, the existence of classes $\kappa$ that are consistent but not $\omega$-consistent is thus proved only on the assumption that there exists some consistent $\kappa$ (that is, that $P$ is consistent).

[^6]:    ${ }^{51}$ Of course, not all $x_{1}, \ldots, x_{n}$ need occur in the $\chi_{1}$ (sce the example in footnote 27).
    ${ }^{52} f$ here is a variable with the [infinite] sequences of natural numbers as its domain of values. $f_{k}$ denotes the $(k+1)$ th term of a sequence $f\left(f_{0}\right.$ denoting the first).

[^7]:    53 These are the $\omega$-consistent systems that result from $P$ when recursively definable classes of axioms are added.

    54 See Hilbert and Ackermann 1928.
    In the system $P$ we must understand by formulas of the restricted functional calculus those that result from the formulas of the restricted functional calculus of $P M$ when relations are replaced by classes of higher types as indicated on page 599.
    ${ }^{55}$ In $1930 a$ I showed that every formula of the restricted functional calculus either can $\mathrm{s}^{*}$ proved to be valid or has a counterexample. However, by Theorem IX the existence of this counterexample is not always provable (in the formal systems we have been considering).
    ${ }^{56}$ Hilbert and Ackermann (1928) do not include the sign $=$ in the restricted functional calculur. But for every formula in which the sign $=$ occurs there exists a formula that does not contain tha sign and is satisfiable if and only if the original formula is (see Gödel 1930a).

[^8]:    ${ }^{61}$ Theorem X implies, for example, that Fermat's problem and Goldbach's problem could be solved if the decision problem for the r. f. c. were solved.
    ${ }^{62}$ Theorem IX, of course, also holds for the axiom system of set theory and for its extensions by recursively definable $\omega$-consistent classes of axioms, since there are undecidable propositions of the form $(x) F(x)$ (with recursive $F$ ) in these systems too.

    63 " $\kappa$ is consistent" (abbreviated by "Wid $(\kappa)$ ") is defined thus: Wid $(\kappa) \equiv(\operatorname{Ex})(\operatorname{Form}(x)$ \& $\overline{\mathrm{Bew}_{\boldsymbol{k}}}(x)$ ).
    ${ }^{64}$ This follows if we substitute the empty class of formulas for $\kappa$.

[^9]:    ${ }^{65}$ Of course, $r$ (like $p$ ) depends on $\kappa$.
    ${ }^{66}$ From the definition of "recursive" on page 602 to the proof of Theorem VI inclusive.
    ${ }^{67}$ That the truth of $w \operatorname{Imp}(17 \mathrm{Gen} r)$ can be inferred from (23) is simply due to the fact that
    the undecidable proposition 17 Cen $r$ asserts its own unprovability, as was noted at the very beginning.
    ${ }^{68}$ See von Neumann 1927.

[^10]:    ${ }^{1}$ That a formal system $S$ contains another formal system $T$ means that every proponition expressible (provable) in $T$ is expressible (provable) also in $S$.
    [Remark by the author, 18 May 1966 :]]
    [This definition is not precise, and, if made precise in the straightforward manner, it does no: yield a sufficient condition for the nondemonstrability in $S$ of the consistency of $S$. A sufficien condition is obtained if one uses the following definition: " $S$ contains $T$ if and only if esers meaningful formula (or axiom or rule (of inference, of definition, or of construction of axions:) of $T$ is a meaningful formula (or axiom, and so forth) of $S$, that is, if $S$ is an extension of $T^{\prime \prime}$.

    Under the weaker hypothesis that $Z$ is recursively one-to-one translatable into $S$, with deman strability preserved in this dircction, the consistency, even of very strong systems $S$, may in provable in $S$ and even in primitive recursive number theory. However, what can be shown to to unprovable in $S$ is the fact that the rules of the equational calculus applied to equations, betact primitive recursive terms, demonstrable in $S$ yield only correct numerical equations (provitu! that $S$ possesses the property that is asserted to be unprovable). Note that it is necesurr: :. prove this "outer" consistency of $S$ (which for the usual systems is trivially equivalent aut. consistency) in order to "justify", in the sense of Hilbert's program, the transfinite axioms of a

